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Abstract

We adapt Fiore, Plotkin, and Turi’s treatment of abstract syntax with binding, substitution, and holes to account for languages
with second-class sorts. These situations include programming calculi such as the Call-by-Value A-calculus (CBV) and Levy’s
Call-by-Push-Value (CBPV). Prohibiting second-class sorts from appearing in variable contexts changes the characterisation
of the abstract syntax from monoids in monoidal categories to actions in actegories. We reproduce much of the development
through bicategorical arguments. We apply the resulting theory by proving substitution lemmata for varieties of CBV.

Keywords: denotational semantics, presheaves, abstract syntax, binding, actegories, monoidal actions, skew monoidal
categories, bicategories, substitution lemma, holes, metaprogramming.

1 Introduction

Fiore, Plotkin, and Turi’s [39] mathematical foundations for abstract syntax with binding and substitution
possess several unique properties. It is based on Goguen et al.’s [46] initial algebra semantics, and as such
provides an abstract interface that supports modularity and extensibility. It accommodates both syntactic
representations and their semantic models in one semantic setting. Its multi-sorted extension supports
intrinsically-typed representation: the abstract syntax also encodes simply-typed constraints, ensuring only
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well-typed syntax trees are expressed. It supports context-aware holes, called metavariables. Despite its
mathematical sophistication, it lends itself to formalisation and computational representation [8,9,31,25].
This approach is robust to generalisation, e.g. to polymorphic [37], and dependently-typed [33] settings.

This work concerns another such generalisation: support for second-class sorts [11], as employed by
common calculi such as the Call-by-Value A-calculus and Levy’s Call-by-Push-Value [68,67]. Typically
we consider separate syntax for values and for computations, but variables in the language only stand
for values, leaving the sorts of computations ‘second-class’ w.r.t. substitution. Supporting the syntactic
needs of these calculi is essential for the applicability of this theory to formalisation and computational
representation of programming languages. After all, common programming languages and their syntactic
representations are overwhelmingly Call-by-Value.

We make these ideas and motivation precise through a comprehensive case-study of a Call-by-Value
A-calculus (CBV) with records/products, variants/coproducts, and a simple inductive type of natural num-
bers, with various flavours of recursion: structural, unbounded, and general recursion. Fig 1 presents the
raw terms of this calculus. Each type A has two sorts of terms associated with it: values V' and unre-
stricted terms M. We can embed values into unrestricted terms through the term constructor val, and
use them wherever we may use a term. Values enjoy a first-class status w.r.t. binding and substitution:
we only have value variables and may only substitute values for variables. This distinction partitions the
abstract syntax into first-class sorts for values and second-class sorts for computations. Our contribution
is to modify the classical theory to allow this distinction between these two classes of sorts.

As a concrete yard-stick for this new theory, consider fragments of the calculus. For example, a fragment
involving only functions and records, but not natural numbers. Each such fragment makes a different set
of semantic demands on its class of models. For example, functions require certain exponentials, natural
numbers require a parameterised natural number object, recursion requires parameterised fixed-points,
etc. So long as we consider a fragment in isolation, we can simply aggregate all the required structure
into one definition, define the semantic interpretation function, and establish its basic properties directly.
However, once we consider multiple fragments simultaneously, we quickly need a modular representation
of the syntax, its semantics, and their properties. A concrete example of a property that typically requires
tedious reproof is the semantic substitution lemma, which states that the semantics of a substituted term is
the semantics of the term composed with the semantics of the subsitution: [M[0]] = [M] o [#]]. Without
a modular theory encompassing both syntax and semantics, proving this lemma requires a separate tedious
inductive argument for each fragment. The theory we develop here will allow us to prove it modularly
for each fragment of the calculus, and combine these results together to 27 = 128 different substitution
lemmata for 128 different languages in Lemma 7.4.

This problem is a semantic counterpart to Wadler’s Expression Problem . We do not purport to solve
the Expression Problem, which concern the design and implementation of abstract syntax and its evaluator
in an existing programming language. We review the immediate literature and draw some connections
in the Related Work Sec. 9. Our approach is closest to Swierstra’s 4 la carte solution to the Expression
Problem. Like him, we use coproducts of signature functors [85].

The classical theory phrases the universal property of capture-avoiding substitution over the abstract
syntax as follows. The abstract syntax is a presheaf indexed by sorts and simply-typed contexts. Both
the syntax and its semantic models form algebras for signature functors over this presheaf category, which
allow them to be aware of binding constructs. Both the syntax and its semantic models also form monoids
w.r.t. a monoidal tensor product whose unit is the presheaf of variables. This tensor product is the input
to capture-avoiding substitution, pairing a value with its closure, subject to the structural properties
of substitution. Tensoring with a pointed presheaf then provides closures that may contain syntactic
or semantic representations of variables. The algebra structure and the substitution monoid must be
compatible. Phrasing this compatibility requires a pointed strength for the signature functor. It is this
strength that yields the theory its modularity. It explains how to propagate variable-aware closures under
each syntactic construct, independently from all the other language constructs and their semantics.

3 Philip Wadler, The Ezpression Problem, Java Genericity mailing list, 1998:
https://homepages.inf.ed.ac.uk/wadler/papers/expression/expression.txt .
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A,B,C == type VW z= value
p base X variable
| A— B function | ix: AM function abstraction
| (C:Aliel) record (I finite) | (C:V]iel) record constructor
| (G :Aliel] variant (I finite) | AC.V variant constructor
| N natural number | » number literal
M,N,K, L == term
valV value
| letx; =M;;...;x,=M,in N sequencing
| M@N function application
| (C,: My,....,C, 1 M,) record constructor
| case M of (Cixq,...,Cx,) = N record pattern match
| ACM variant constructor
| case M of {C,-xi = M,|i € I} N variant pattern match
| unrollM | rollM number (de)constructor
| fold M by {x = N} bounded iteration
| fori= MdoN unbounded iteration
|

let rec AT, Ay =My;...; T, A,=M,in N recursion

Fig. 1. Syntax of cBV

Contribution

Generalising the theory to account for second-class sorts involves refining these ingredients further. We
generalise compatible monoids to compatible actions. In this sense, we extend Fiore and Turi’s [40] treat-
ment of value-passing process calculis (cf. Related Work Sec. 9). The terms of first-class sorts and their
semantics still form a monoid, allowing us to collapse towers of substitutions into first-class terms or deno-
tations. This monoid acts on terms of second-class sorts and their semantics, but those no longer form a
monoid, but an action. Just as monoidal categories are the natural categorical setting for monoids, acte-
gories are the natural categorical setting for actions. We dub the resulting theory Modular Abstract Syntax
Trees (MAST). This simple change propagates throughout the theory and requires reformulating it from
start to finish. Fortunately, the following relatively recent development makes our work straightforward.

Bicategorical foundations. Fiore, Gambino, Hyland and Winskel [35] characterised the substitution
tensor product as l-cell composition in a Kleisli bicategory over profunctors. While technical, this bicat-
egory captures the structure of the tensor as it operates on heterogeneously sorted structures: one set of
sorts for syntactic classes, and one set of sorts for the context of bound variables. In the same way that
monoidal categories come from one object bicategories, actegories come from a choice of two objects in a
bicategory. This observation avoids the many calculations direct treatments incur.

Evaluation. To evaluate MAST, we study fragments of the CBV calculus in Fig 1. MAST’s modularity
allows us to formulate succinctly their syntax and semantics, deriving 128 substitution lemmata.

Skew monoidal structure. In an earlier version of this work, we observed that the presheaves indexed
by both kinds of sorts and by contexts of first-class sorts have a substitution tensor with an associator
and unitors. Unfortunately, the left unitor is not invertible. This failure means the tensor is left-skew
monoidal [87]. Moreover, it is right-unital and associative, meaning both the right-unitor and associator
are invertible. Adapting the theory is straightforward, but requires redeveloping it completely. Fiore
and Szamozvancev’s [31,32] recent skew monoidal theory of abstract syntax has been influential to our
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work. Skewness in their development has a different source. Nonetheless, we reused their results verbatim
thanks to our shared categorical abstractions. While our recourse to actegories and actions avoids the
need for skew monoidal structure, we can connect the two approaches. We prove that sufficiently well-
behaved actegories induce skew monoidal categories, and moreover the category of actions in the actegory
is isomorphic to the category of monoids in the skew monoidal category. When working concretely, the
skew structure provides a uniform list of proof-obligations, avoiding the need to split the structure into
the components of its first-class and second-class sorts.

Alternative. Instead of re-developing the theory, in practice one can take a concrete semantic structure

M with second-class sorts, and complete it to obtain a model M of the classical theory, in which the second-
order sorts can appear in contexts. We are not interested in this alternative. First, it leads to unnecessarily

complicated models (i.e., the hypothetical M) which contain formal /syntactic extensions needed to account
for variables of second-class sorts that programs will never exhibit. Second, we would expect proponents
of this alternative to prove this kind of completion is always possible. Doing so would require to either

empirically complete all known models, or, more satisfyingly, define a completion construction M M.
In this work, we define models for second-class sorts, i.e., the structure for M, and moreover show they
have the same abstract theory as those with first-class sorts. This development lays the foundation for

such wholesale completion construction M — M, which we leave to further work.

Paper structure. While the theory is technical, applying it concretely involves few self-contained in-
gredients. Sections 2-6 cover these ingredients in a tutorial style. We accompany each concept with
motivating explanations and concrete examples (more than 25 examples overall). This development cul-
minates in the Special Representation Thm 6.4 which characterises the presheaf of abstract syntax with
holes in terms of O-actions. This theorem enables us to prove dozens of substitution lemmata. Sec. 7
reports on a case study: extensions to CBV. Sec. 8 provides a detailed technical outline of the main ingre-
dients in the bicategorical development and presents the General Representation Thm 8.3 for O-actions.
Thm 8.3 implies the Special Representation Thm 6.4 directly, but abstracts away from the concrete syn-
tactic details and technicalities of presheaves using skew monoidal products and actions. Sec. 9 surveys
closely related work. Sec. 10 concludes. = We prepared an accompanying technical report [38], which
is not published as part of this article. It contains the same contents of this article expanded with Ap-
pendices A-D, which include further technical details. Appendix A provides omitted proofs concerning
our case study. Appendix B expands on our bicategorical development, including: the full definition of a
bicategory; how to obtain monoidal actions from bicategories; and the existence of the closed structure for
substitution tensors. Appendix C provides the technical details behind our development of monoidal cat-
egories, including: actegories, strong functors; and connections to skew monoidal categories. Appendix D
gives the full proof for the General Representation Thm 8.3 for MAST, based on parameterised initiality
as outlined in Szamozvancev’s thesis [86]. We will refer to these Appendices throughout this article.

2 Heterogeneous sorting systems and structures

The first component in the theory specifies the available sorts of syntactic classes of interest. The first-class
sorts, unlike the second-class sorts, can appear in contexts and binding positions. Formally, a heterogeneous
sorting system R = (FstR,SndR, Sortg, fstg, sndR) consists of:

+ a set Fstg whose elements are the first-class sorts;

+ a set Sndg whose elements are the second-class sorts;

. fstg sndg
+ a coproduct diagram: Fstg —— Sortg «——Sndg

We denote by b= [],c,(c; : g;) the coproduct diagram with apex b and injections: (cl- ta; — b)ie[' So, for
a sorting system R, we have Sortg = (fstg : Fstg) LI (sndg : Sndg). We call the apex Sortg the total set of
sorts. We omit the sorting system R and write Fst, Snd, and Sort when R is unambiguous. When we don’t
specify a set for the apex, we will use the disjoint union and its injections as the apex. A homogeneous
sorting system is a sorting system which only has first class sorts: Sndg = @ so that fstg : Fstg = Sortg. In

this way, MAST generalises the classical theory from homogeneous sorting systems to heterogeneous ones.
Example 2.1 The homogeneous sorting system CBN for the call-by-name A-calculus has the simple types
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as first-class sorts and no second-class sorts, i.e., Sort.gy := Fst zy = SimpleType. The sorting system
CBV for the call-by-value A-calculus has both a first-class sort for A-values and a second-class sort for
A-computations for each simple type A € SimpleType:

Sort ., := {A,comp A|A € SimpleType} = (val := (AA.A) : SimpleType) LI (comp : SimpleType)

Here, the total set of sorts includes two versions of each simple type A: an untagged version, representing
the sort of A-values, and a tagged version comp A representing the sort of A-computations. We take the
inclusion val A := A as the left coproduct injection, and the tagging function comp as the right injection.

The sorting systems CBN and CBV codify that in CBV only values may be substituted for variables, and
OBN does not make this distinction and all expressions can be substituted for variables.

Example 2.2 Each sorting system R restricts to a homogeneous system R|¢, = (FstR, ﬂ).

Every set of first-class sorts determines a category of contexts and renamings in the following way.
Given a set .S, we write S, := List.S for the set of finite sequences I' € S, with elements in .S which we
call the S-sorted contexts. We will need to refer to positions in a given context. For example, the third
position in the context I' := [A,A — B, B] has sort B. To simplify such references, we will label these
positions with distint meta-level variable names, and omit the brackets when other symbols delimit the
context unambiguously. For example, we will write ' :==x : A,f : A — B,y . B, and refer to the third
position by y. This presentation makes it seem as if we use a nominal representation of binding, whereas in
fact we use a nameless (i.e., de Bruijn [28]) representation, indexing context positions by ordinals. We thus
refer to the set VI" of positions in a given context I' as the set of its variables, and will use the meta-level
labels to refer to its elements. We write (x : a) € ' when the element a appears in position x € VI.

A renaming p : I’ —» A is a function —[p] : VI « VA satisfying (y[p] : s) €’ < (y : s) € A. The
choice of direction (from I" to A) is a matter of taste. One mnemonic for our choice is the fictional typing
judgement I' - p : A. Renamings compose as functions in opposite order with the identity function acting
as the identity renaming, and collect into a category Sp of contexts and renamings between them.

Example 2.3 The following is a renaming from the context to itself:

p:Us=Ix:p,f 10— Prg:Pr— by :fl->T x[pl:==x flpl:=g glpl:==f ylpl=x

Thus a renaming may permute the order, e.g., permuting the variables in positions f and g, identify some
variables, e.g., x and y, or weaken the context, e.g., y is not in the image.

Example 2.4 Each category S, has chosen finite products. The terminal object is the empty context
1 := [] with the unique renaming (_) : I' = 1 being the empty function VI « V[]. The product of two
contexts is their concatenation, with the left/right projection sending the i*" position from the left /right
to the i*h position to the left/right. Letting T := [x; : sq,...,X, : S, and A = [X,11 © Sprts e s Xpom * Snaml:

x;[m]=x; Xppi=1X;[m5]
C#A=1[x s5,...,% 1S l I+ A— :

o Yn+m

n+m]

Let R be a sorting system. Consider the set Sortgy as a discrete category. An R-structure P is a presheaf
P € PSh (SortR X (FstR)'_), i.e., a functor P : Sortg X (FstR)ip — Set indexed by sorts and contexts and
contravariant in renamings. If I is a set, an I-family F is a presheaf over the discrete category induced
by I, and an R-family is a family over Sortg X (FstR)l_. Thus an R-family F assigns to each sort s € Sortg

and context I' € (FstR)l_ a set FI'. So an R-structure P is an R-family equipped with a functorial action:
. — p o _
—[plp : PI' < PA plidlp =p (gloDlpl = qloop]l (s€Sort,pe PI',q€ PE, and'— A— E)

Let R-Struct be the category of R-structures and natural transformations @ : P — Q between them. This
category is our central semantic domain. Through it we will define constructions and universal properties
for most other concepts. Each R-structure P amounts to two presheaves:

P|¢ € PSh (Fst X Fst®) P|.,q € PSh (Snd X Fst®)
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which we call the first-class and second-class fragments of P, respectively. In a homogeneous sorting
system, the second-class fragment of every presheaf trivialises to the empty functor from the empty category
to Set, and we will identify such presheaves with their first-class fragment. In this way, MAST presheaves
generalise the homogeneous presheaves of the classical theory.

Example 2.5 Let Sort = Fst be a homogeneous sorting system, i.e., a set of first-class sorts. The presheaf
of variables V € Fst-Struct is given by V. I":= {x|(x : 5s) €'} equipped with renaming x[ply := x[p].

Example 2.6 Let N\°BY be the cBv-structure comprising the values and terms of the CBv A-calculus:

N = {VITFV :val A} Agfnv]pAF == {M|C+ M : comp A} X[plpcey = X[p]
Its functorial action is given by the usual, syntactic, definition of renaming. Its first-class fragment supports

a natural transformation from the homogeneous presheaf of variables: var : V. — A“BV| .

Let C be a category with chosen finite products. Every functor F : § — C extends to a product-
preserving functor FE™ : S, — C via:

/4

E E E Xlel . E E .

FF“" = I I F, Fp = <FF“V—> FS> : Fan - FAnv (p:T' = A)
(x:s)el’ (x:5)€EA

The product-preservation condition provides the concatenation operation (4) : Plfznv X Pf“" = PI—I?:-}I:-VA'

The typical case is C := PSh (FstR)F. By considering each homogeneous presheaf P € Fst-Struct as a

functor Fstg — PSh (FstR)l_, we form the functor PE™ € (FstR)l_ — PSh (FstR)l_. We call the elements
e E PIF“VA, the P-valued I'-environments in context A. They are are I'-indexed tuples of PA elements of

the appropriate sorts, and can represent both semantic and syntactic substitutions. As with coproducts,

we write b = [],c,(¢; : a;) for the product diagram <bi> ai) , and (c[ : ui)iel for the tuple whose i-th

. iel
component is u;.

Example 2.7 The following environment is in (ACBV)E;‘:V/} bipc ] [x:B,f:p— Pl

(@a:x,b:x,c:Az: p.f@(f@z))

Remark 2.8 We chose a nameless representation for contexts since it simplifies some concrete aspects in
the development. As in the classical theory, this choice is not essential. For example, we can represent
contexts nominally as a list pairing variable names and sorts. To define V, we must disambiguate variables
with the same concrete name. These different choices give equivalent small categories of contexts and
therefore equivalent categories of presheaves. All of our concepts are defined by universal properties, and
so the same development can be carried out in any of those representations.

3 Signature combinators

One defining feature of the classical theory is how it deconstructs signatures with binding [2,75] into smaller
components. Formally, and following categorical logic and Goguen’s initial algebra approach to semantics,
we use endofunctors O : R-Struct — R-Struct to represent signatures. Each element op € (0X),I"
represents a language constructs of sort s. The presheaf X represents the sub-terms op may use and the
context I' represents the free variables in scope. Representing signatures with endofunctors enables some
degree of modularity. For example, the coproduct of signature functors O, LI O, gives terms in which we
can take operators from either O or O,. This decomposition allows us to study each operator on its own
and combine their properties modularly. In doing so, we abstract from sorting systems and their categories
of structures. Thus we define these combinators on more abstract presheaf categories.

6 The other trivialising case, Sortg := #11Snd, yields R-Struct = Set>™  and so MAST generalises multi-sorted algebra,
without accounting for equational presentations and their varieties. We will not make use of this fact further.

6



Fiore, Kammar, Moser, and Staton 87

Application, restriction, and extension

We often want to project out one or more subterms, or only define a language construct in a specific
collection of sorts. For example, in the simplest case we project out or define in a single sort:

(@s0) : R-Struct — PSh (FStR)I— X @5 := Xso (So (S SOrtR)
% : R-Struct < PSh (Fstg) (BY) =4 7% Y
S0 s ss 5 ) otherwise: 0

Example 3.1 The CBV inclusion of A-values into A-computations is: ValOp, X := % o, 4(X @ val A).

In a more general form of these combinators we restrict to, and extend along, a function f : I —» J
between sets, for any small category A, obtaining an adjoint pair of combinators %, = (| ,):

(|f):PSh(JxA)—>PSh(IxA\) (le),.:zXf,. (f : I - J in Set)
% : PSh(J XA PSh(I x A YY), = Y.
; (J XA) « PSh(I x A) (% Y), iegm ;

Example 3.2 Taking fst : Fstg — Sortg recovers the combinator (|¢;). We recover the combinators (@s)
and %, using the constant function s, := (4r.sp) : 1 — Sortg.

Products and coproducts

As in categorical logic and initial algebra semantics, the bread-and-butter combinators are products and
coproducts. Products allow us to express n-ary syntactic constructs. Coproducts allow us to combine
signatures into larger signatures. We will use both in many different settings, and so define them in their
utmost generality as [];,[I; : C! = C, where C has I-indexed products or coproducts, as appropriate.

Example 3.3 We combine the value inclusions in one functor: ValOp X := HAEsimpleType(valA : ValOp, X).
Example 3.4 Application in CBV has the signature:
AppOp X := H <(@) I » (X @comp(A — B)X(X @ compA)))
A,BESimpleType comp B

Scope shift

We use the following scope shift operation to express operators that bind variables:
I'> : R-Struct — R-Struct > X),A:=X,(A+1) (I € (Fstg), )

Aside. In the classical single-sorted and homogeneous theory, scope shift by one variable is presheaf ex-
ponentiation by the presheaf of variables. In our setting, (I'>) = (yp —), wherey : (FstR)F — PSh (FstR)F is

the Yoneda embedding and (G —) : R-Struct - R-Struct, for a single-sorted presheaf G € PSh ((FstR)F),
is the right adjoint to the functor (G®) : R-Struct — R-Struct given by: (G © P),I' := GI' x P,I.

Example 3.5 For abstraction: LamOp X := H (Ix : A): ® [x: A]l> X @ comp B).
A,BESimpleType A-B

Combining these examples, we have the full CBvV signature: CbvOps := LamOp LI ValOp LI AppOp. The
presheaf of syntax is then the initial algebra N°®Y = uX. ((vaOps X) I V). Using the same methodology,

one can mechanically translate, e.g., Aczel’s [2,75] binding signatures which express a wide class of syntax.

7
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4 Substitution tensors

The substitution tensor imposes semantic invariants on the input for syntactic or semantic substitution
operations, which will be of the form —[-]p : P ® Pl¢g — P where P is a R-structure standing for the

abstract syntax or its semantics. Let R,S,T be sets, and P € PSh (R X S,_), O € PSh (S X T,_) be two
heterogeneous presheaves. Their heterogeneous substitution tensor is the heterogeneous presheaf:

AeSp
P®Q ePSh(RXT.) (PR QO),I:= [ PAXQEMT = < H P.A X anvr> /(~)
AeS,

This definition involves the Q-environment functor QF"™ : § — PSh (T,_) given by QFY := H(X: $)Eh PI.
The coend’s quotienting relation (~) is the least equivalence relation generated by relating the triples:

(A1 1lolpse) ~ (Agtieyy) (p: A > Ay 1€ PAy e €QT)

As we explained in the introduction, these identification represent invariants for substitution:

Example 4.1 Consider the syntax presheaf N“®Y. For brevity, we use the vernacular (ky), rather than
elaborate ((val k)@(valy)), syntax. Consider the following equivalences in N°®Y @ NBY:

- Assigning the same value to different variables (f, g below) relates to renaming the two variables to one
(f,g v+~ h). Formally, taking f[p] := h,glp]l:== h, t:= Ix.f(gx), and e:= (f : ky,g : ky) witnesses:

(Ax.f(gx),(f 1 ky. g kW]ifg:p—p = [Ax.h(hx),(h > kY)]ip:p—p
e (A ® ACBV)Va|(ﬁ_>ﬁ)[k B =B,y Pl

+ Weakening the context by unused variables relates to projecting only the used variables. Formally,
taking z[p] =z, t ;= Ax.z, and e:= (f : 1x.x,z . y) witnesses:

(Ax.z,(f © Ax.X,2 2 Wip.popzp = [Axz,(z2 0 W]zp € (NPY @ NPY) gy & Bl

+ Permuting the environment relates to permuting the variables. Formally, taking f[p] := g,glp] == f,
t:=Ax.g(f x), and e := (f : Ax.x, g : k) witnesses:

[Ax.f(gx),(f : ix.x, g : K)ifg:p—p = [Ax.g(f x),(f : k,g: /lx.x)][f’g:ﬂ_,ﬁ]
c (ACBV ® ACBV)V3|(ﬂ_>ﬂ)[k : ﬂ — ﬂ]

These examples are representative in the following sense. We can represent every renaming p : Ay = A,

as the composition: p : A, — A R A,, where: i : Ay > A, is a renaming with a surjective action on
variables, and 7 is a thinning, a renaming with an injective and relative-order-preserving action on variables.
Permuting the variables and then repeatedly identifying some, but not necessarily all, adjacent variables
of the same sort generates all renamings with surjective actions. Repeatedly thinning out a variable
generates all thinnings. Therefore (~) is the smallest equivalence relation that contains the following three
identifications (cf. Ex. 4.1):

« Identifying two variables vs. environments containing the same value in their positions.
+ Weakening by a thinning vs. projecting according to a thinning.
« Permuting two variables in the term vs. permuting the values in their positions.

The substitution tensor product has the following left/right unitors and associator maps:

£:VQP—P r:PRV— P 2: PRO)®L—PRO®L)

£lx,ely = e, rp. pl, = pl7] allp.ala el = [p, (las-el A2>( e ]
xX1)EA; | A,
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While these mediators satisfy familiar-looking pentagon and triangle laws, they are best understood as
part of a bicategory whose 0-cells are small categories, 1-cells are generalised heterogeneous preshaves, and
2-cells are natural transformations between them. Fiore, Gambino, Hyland and Winskel [35] introduced
and investigated this bicategory, and we expand on this bicategorical perspective in §8.1.

Let R be a heterogeneous sorting system. The substitution tensor then provides a two-argument
functor (®) : R-Struct X Fstg-Struct — R-Struct. We understand it abstractly through actions. Formally,
a monoidal action (V, A) consists of:

1

« A monoidal category ¥V = (2, ®,I1,a,7 ,r), we will typically write r’ :==r~!; and

« A V-actegory A = (A, >§,a,r)7 i.e., a functor and isomorphisms, natural in a € A and x,y € V:
M :AXYVY > A a,,,:@¥x)Ry—>ad(x®y) r,:avl—a

satisfying the following equations:

xRa)»bRc)
> . I x¥DRa>xdA®a)
(xP@DD)DC  pontagon XD (@ ® (B ) Jction
a®id\ - Sid®a r2id\ = /idwe
(xR (@®@b)Dc x(a®b)®c)
T xMa

Take R-Struct,, := PSh (SndR X (FstR)F) as the heterogeneous structures with second-class sorts only:

Theorem 4.2 FEach heterogeneous sorting system R gives a monoidal action (FstR-Struct,R-Structsnd):

« The monoidal category of homogeneous Fstg-structures equipped with substitution tensors, the presheaf
of variables, and their associator and unitors:

Fst-Struct = (PSh (Fstg x (Fstg), ).(®).V,a,2,r)
« The Fstg-actegory of the second-class-sorted structures equipped with substitution tensors and mediators:
R-Struct,,; = (PSh (Sndg X (Fstg), ).(®).a,r)

The theorem is a direct consequence of the bicategorical development [35] (cf. Prop. 8.1). The monoidal
category is the one from the classical theory. Identifying the actegory structure is the technical innovation in
MAST. The projections into the first-class and second-class components form an isomorphism of categories

((l¢s)s (lsng)) © R-Struet— Fst-Struct x R-Struct,,,. We will use its inverse in the sequel:

(= -) : Fst-Structh-Structsndi R-Struct (P.OWM¢t =P  (P.OWng=Q L={ Llsg, Llsng )

Since each monoidal category acts on itself, and actegories have componentwise products, we can and
will extend the action, through this isomorphism, to an action of the homogeneous structures on all
R-structures: (®) : R-Struct X Fstg — R-Struct, satisfying: (P® Q)l¢q = Pliq ® O. However, the
Representation Thm 6.4 in the sequel needs the action from Thm 4.2, not the extended action (9).

We will use the following two well-known constructions to combine actegories compositionally:

Example 4.3 Every monoidal category V is a V-actegory through its own monoidal tensor, i.e., taking:
(a® b) :=(a® b). The actegory axioms are a subset of the monoidal ones.

Example 4.4 Given a sequence of V-actegories (A;,(®),Vi,al,r'), we define the product V-actegory

componentwise as follows, validating the axioms componentwise:

i’

@ (J[arxc-J[Aa Gra=(x%a), a=(a), r=(r)
iel iel

9
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Let (¥, A) be a monoidal action. A (V, A)-action (M, A) consists of:

« A YV-monoid M, i.e., a triple ( ,e, e) consisting of an object M € V and two morphisms > M <—M®M
satisfying the follovvlng three equations:

®id MM (¢ .
1oM %9 e®id MoM /— —\ M®I id®e MeM

(M ® M) ® M associativity M .
left — - = — right
f 'nglt (.) a\ /(.) r uglt (.)
- M@ M®M) MM -
- id ® () -

- An M-action A in A, i.e., a pair (A,+) consisting of an object A € A and a morphism « : A M — A
satisfying the following two equations:

action

(é Y M) D M associativity é action
a\, = A% f;i}ll{/
AdM®M) AXM
[
id ® ()

Generalising the classical theory, we use monoids and actions with respect to the substitution tensors
to axiomatise syntactic and semantic capture-avoiding substitution operations. We therefore use the more
suggestive notation M = (M, —[—],var) for monoids in Fst-Struct and A = (A, —[—]) for their actions in

R-Struct,y, which we call substitution actions.

Example 4.5 The first-class fragment of the syntax presheaf A“®Y has a ¢CBv-monoid structure given by
capture-avoiding simultaneous substitution on values [V, 0] = V[0]. The inclusion of variables in values is

the map var : V A—):i (N\°PY) 4. This monoid acts on the second-class fragment through capture-avoiding
substitution on computations [M, 8] — M[0]. The five axioms become the familiar substitution lemmata:

x[0] = 0, V10D [e]l =V [0[s]] vV [id] =V (M [0]) [o] = M [0[c]] M [id] =

We will derive capture-avoiding substitution and its meta-theory from the Representation Thm 6.4.

Example 4.6 Let C be a Cartesian-closed category with chosen finite products [] and exponentials b7.
Every choice of interpretation [[f]] for the base types equips C with a CBV-action structure by first extending
the interpretation to types and contexts, and then defining the carrier presheaf by:

[4 - B] = [B]" irp=J] 14l M, T = C(IT. [AD Al =CUTT . 14D
(x:A)el’

T
Define the unit by projection (varB;F y) I = H(x:A)er [A] — [B]); and substitution by composition:

f 0 y)( B)EA f
(81 = TAD [T = [BDy: meal = (1M1 —T],,. pcs 181 = 181 [4])
We explore the richer strong-monad models for CBV in our case study in Sec. 7.

The isomorphism (—, —)) : Fst-Struct x R-Struct,, — R-Struct lets us re-package substitution actions
in terms of R-structures. A substitution structure S = (8, —[—Ig, varg) is an R-structure S equipped with
morphisms varg : V — S|, and —[-] : S® S|, — S forming a monoid (Sl¢st - var, (—l¢s)[=]g) and an

10
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action of it (Slsnd ,(—|Snd)[—]s). L.e., this monoid and its action form a substitution action. Thus we will
speak of substitution actions when we refer to a pair of structures—a homogeneous monoid and its action
on a heterogeneous structure over second-class sorts. We will speak of substitution structures when we
want to emphasised the combined heterogeneous structure over both first-class and second-class sorts.

5 Signature functors

So far we have specified functors O, their algebras, and actions. We can equip the abstract syntax with
this structure, and its denotational semantics with this structure. We can even characterise the abstract
syntax as an initial algebra (ﬂX (0x)U1 ((V,@)),roll) for the signature, and the denotational semantics
as the unique (O L {V, 0)-algebra homomorphism. This characterisation, however, does not account for
neither the syntactic nor semantic substitution lemmata. The missing ingredient is a structural map, a
tensorial strength for the signature functor. The strength specifies how to avoid unintended capture when
moving under each operator in the signature. More precisely, it specifies how to change an environment
containing the free variables in scope when we propagate it to the arguments of each language construct.
It is this information, phrased w.r.t. arbitrary environments, that gives MAST much of its modularity. The
overall signature functor is a coproduct of signature functors, each with their own strength. Each strength
determines how to substitute through each language construct independently from the other language
constructs. To define the strengths, the classical theory uses pointed tensors and their actions, which we
adapt to heterogeneous structures in this section.

To describe scope changes, the classical theory uses a point-free way to consider those homogeneous
prehseaves P € Fst-Struct that can, moreover, encode variables [x : 5] p € P[x : s]. Since we have that

Vi =Y[x:5 € PSh (FstR), the Yoneda lemma represents ([[x ]| P)sertR via a natural transformation:
var 1 V> P vargrx = [[x o sl p [[x : 5] LF] € PI’ [x : sl p:=varg.gx

In MAST we follow the same technique. We start by organising these presheaves into a monoidal category
of their own. Let V = (2, (®),]I,a,t’,r) be a monoidal category. Recall the coslice category V* := I/V:

« pointed objects A: pairs (é, var, : I — A) consisting of an object A in V and a V-arrow var, A
var, : I — A called the point; and I /=v lf
- arrows f : A — B are point-preserving V-morphisms f : A — B (cf. diagram on right). varB\A B

The forgetful functor — : V" — V sending pointed objects and morphisms to their underlying obje_cts
and morphisms is faithful. The tensor product (®) lifts along — to the following pointed tensor:

!

(®) : V'XV' >V A®'B:A®B var,gp=I1— IQI

var, ® var

" ARB (AL AV®'(BL B = f®g

This definition for f®g relies on a simple point-preservation argument (cf. §C.1).

The initial pointed object is given by I equipped with its identity: I° := (]I, idl) € V°. The unique
point-preserving morphism to any pointed object A is given by the point: [] :=var, : I* - A.

The pointed objects inherit the monoidal structure from V (see §C.1 for the proof):

Proposition 5.1 (Fiore [33]) Every monoidal category V yields a monoidal category of pointed objects
P = (2’,(@'),]1',&6’,1‘). Le., the mediators preserve points, hence lift to V".

Example 5.2 Let A € R-Struct® be a pointed structure. Its point var, is uniquely determined, through
the Yoneda lemma, by the tuple of variable interpretations ([x : s]l 4 = (var,) .. S]x)sert. Given any other

pointed structure B, the variable interpretation for AQ'B is [[x : 5] 4g-p = [[]x]]A , (x : []x]]B)][

x:s]
Example 5.3 If A is a V-actegory, then the monoidal category of pointed objects V* acts on A by:

(@R, A) =(a® A). The V*-actegory axioms hold straightforwardly. We denote this V*-actegory by A,. In
particular, we have an R-Struct’-actegory R-Struct, given by the R-structures.

11



812 Modular abstract syntax trees (MAST)

Let A, B be two V-actegories, and consider any functor F : A — B. A tensorial strength for F from
A to B is a natural transformation str : (Fa)® 4 b — F(a ?p b) satisfying the two axioms:

L (F0D@eb) Fx
/ stren; \
(FORa)DD)  oeestl F(x9(a® b)) U/ rengti\L ¥
str ®id g = M Fa triaélgle
(F(x®a) Db —> F(x @)D b) (Fx) L ——> F(x D 1)

A strong functor F : A — Bis a functor F : A — B equipped with a strength, str ., for F from A to B.

The strong functors w.r.t. the pointed monoidal structure are central to the modularity of both the
classical theory and MAST. As we will soon see, the strength of the signature functor will provide the
structure that allows us to propagate syntactic and semantic substitutions through each term constructor.

Definition 5.4 An R-signature functor is an R-Struct’-strong functor: O : R-Struct, — R-Struct,.

Each signature functor explains, through its strength, how to propagate substitutions to its subterms:

Example 5.5 The strength for the abstraction signature (Ex. 3.5):

LamOp := {[(Ax LAY e XAl X @ A'A,B € SimpIeType}}

LamOp

StUrp 4p—cr

[Ax : Atel, = Ax : B. [t,e [r Dl Iy B]] +|—(varA)F+[x:B]x]
A+4[x: B]

Thus, to propagate the environment e under the binder, we weaken it. The strengths for the other cBV
signature functors from Exs. 3.3 and 3.4 propagate the environment as it is:

strValOp [vaI t, e]A = val [I, e]A StrAPPOP [[1 @[2, e]A = [tl’ e]A @ [[2, e]A

These rules are identical to the syntactic rules one may use to define capture-avoiding substitution, but
crucially the environment e is taken from any pointed presheaf, not just the presheaf of abstract syntax.
It is this additional generality that allows the classical theory and MAST to combine signatures modularly,
as well as account for both syntactic and semantic substitution.

It is straightforward to show the transformations in the previous example are strengths from first
principles. However, this fact follows compositionally. We will spend the remainder of this section building
up the machinery to derive this strength compositionally.

Example 5.6 Recall the scope shift combinator (>I') : R-Struct — R-Struct that we use to describe
binding constructs, such as abstraction. We define its strength strII}A T P)R.A—-T'>(PR.A) by:

stri2 [t € P(A #T),e € AYME|, =

/4

- Tl . Aml Env =
tePS(A-li-F),(ex [.:.<—.:-H—F]> (Dl s € ABY (24 T)
(y:r)er

(x:s5)EA
A4T

Le., in order to propagate the environment under a scope-shift, we extend it by the environment that
sends every variable (y : r) € A to its representation [[y] in A, suitably weakened into the context E 4 T.

When the operators in a signature do not bind variables themselves but are merely compatible with
binding, we can exhibit a strength w.r.t. the simpler action (&) thanks to the following result, which
appears implicitly in Fiore’s [33] work (see §C.2 for the straightforward proof):

12
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Lemma 5.7 Let V be a monoidal category; A,B two V-actegories; and F : A — B a strong functor.
Then the following morphisms exhibit F as a strong functor: F, : A, — B,.

strf

20 (Fx)®.a = (Fx)® a—> F(x D a) = F(x?.a)

The next few examples all use this lemma to derive strengths.
Example 5.8 Recall the restriction combinator (|;) : R-Struct — PSh (I X Fst,_) and its specialisation
that projects out a single sort (@s,) : R-Struct — PSh (Fst,_) (where s, € Sort) that we use it to signify
a sub-term of sort s,. Define strl’ : P|, ® 0 - (P ® 0)|; by strsl”F [t EPAec QE"”F]A = [t,e],, and

derive a strength for the projection str®o : (P @ S) @ 0O - (P ® Q) @ s, from it. Similarly, recall
the extension combinator +; : PShI X (FstR)F — R-Struct that lets us construct nodes at a specific
subset of sorts I C SortR. Then ((»; P) ® O);, = 0 when s ¢ I, and so we can define the strength

strj;’ 2 ($p) ® 0 = ¥ pgp vacuously in those sorts:

str ¢ (3) ® 0), =0 PPOO),  stryp,  (3)®0),=(PQ),=%(POOQ), (s¢I37)
Example 5.9 Let (A ) be a family of V-actegories. The projection functors x; : [lic, A= A ; have

(i) = id, » 4 since: (Itj (xi)i) W, a=x;a= nj(xi)i R a. For a V-actegory

B and a family of strong functors F; : B — A;, the tupling functor (F l.)’. : B =[], A; has the following

the identity as a strength str

F
[1; A;-morphism as strength: str( ) ((F x) % a— F.(x® a)>

Example 5.10 Recall the I-ary sums [[, : C! — C and J-ary products [, : €/ — C that let us alternate
between I-indexed operator nodes and include J-ary branching factor in categories with I-coproducts/J-
products. The product has strength, and coproducts, if they distribute over (®), also have a strength:

I (m;%id), ., [(t wid] o,
strils ij X  —— H(xj@a) strllr - Hx H(x % a)

jedJ jedJ iel iel

When C = R-Struct, the substitution tensor (®) distributes over coproducts (cf. Prop. 8.2), and so the
following pointwise formulae describe these strengths:

fH’Q [7,e]p = ([tj,e]A)jGJ strlls - [G:1),ely=( :[t,elp)

As is well-known, strong functors compose, and their combined strength is given by (see Lemma C.2):

G strf
str9°F 1 (GFx)® a— G(Fx 2 a)— GF(x ? a)

This fact and the signature combinators covers all our examples. E.g., cf. the strength from Ex. 5.5.

6 Compatible actions and structures

We define the substitution structure of interpretations of the syntax that ensures they are compatible
with the operations in the signature, culminating in the Special Representation Thm 6.4, concluding the
tutorial. Actions also give additional perspectives on the compatibility condition (§6.1).

Definition 6.1 Let O be an R-signature functor, M = (M, —[=Im> varM) a substitution structure. We say
that an O-algebra [—] : OM — M is compatible with M, when:

13
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M= ou M® M| h®h|fstN®N|
oM — oM var v o M@ M| .
lgebr M it M -
l hOmimirpaiﬁsm lN (-1 A gi/ak ey n;)lrlesgv(;ilo%n
M N M - N
> 7 N ; |
Fig. 2. Definition of an O-substitution structure homomorphism 2 : M - N
oMM
(OM)®. va rM compatibility OM
[-] ®.id = S
M@, vary M
—[-1u

An O-compatible substitution sturucture M = (M, —[=Iyp, varyg, [=lly), or O-structure for short, consists
of a structure M = (M, —[~]y;, vary) and an O-algebra [—[ly; : OM — M, compatible with M.

Example 6.2 Recall the substitution structure M for ¢Bv in a Cartesian-closed category C (Ex. 4.6).
The interpretation of the ¢BvV A-calculus equips it with a LamOp-, ValOp-, and AppOp-algebra structures:

Iix : Ay <ﬂF,x AL [IB]]) = <[[F]]Lryf> 1B “A”> Ivalll v <[[F]]—f> HA]]> =

eval

(- 1m0t @ (r0= gm0)| = (02 100 x 1) = 131 )
M

The compatibility axiom for LamOp amounts to the following equation, for each 8 € C([I7 , [A]]) = Mi“"l“:

(Hy)yxid f
curry ([Ax : AJ f)o (0y)y = curry(ﬂr]] x [A] —— [A] — [13]])

It follows from the naturality curry. The compatibility axioms for ValOp and AppOp hold immediately.

We combine compatibility conditions from fragments to the whole ¢BV language (cf. §C.3 for the proof):

Lemma 6.3 Let M be a substitution structure and (Oi)iel and ([-]; : OM = M),c; be families of R-

signature functors and algebras for them. The cotupled algebra: [ﬂ—]],-]iel i e OM = M is compatible
with M iff every algebra O; is compatible with M.

An O-substitution structure homomorphism h : M — N is a morphism 2 : M — N that is both
an O-homomorphism and an action homomorphism in the sense of Fig 2. Let H € R-Struct be an R-
structure, whose elements we think of as holes. An O-structure over H is a pair (M, -1 meta) consisting
of a O-structure M and a morphism ? : H - M, which we will call the metavariable interpretation map.
A morphism of O-structures 2 : M,?) - (N,?) over H is an O-structure homomorphism 2 : M - N
preserving the metavariable interpretation. We let J := {V,0) be the R-Struct-structure of variables: its
first-class fragment is the presheaf of variables, and its second-class sets are empty.

Theorem 6.4 (special representation) Let O be an R-signature functor, and H an R-structure. Con-

sider any initial algebra SOH = <<SgtH 50 >> = uX.(OX)UJI U H® Xs) given by:

[-] : O(3°H) —» S°H var : V — 50 H ?-[-]: H® $2 H » S°H
14
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There is a unique morphism —[—] : S°H ® SgtH — $OH, called simultaneous substitution, satisfying:

id ® (~[-])
OSH®S R
gy O 1O [-]) 185 H H® (S, He S H) " H®Ss H

O5H) & S / op ~ var ®id a/ \? —[-]
( ) ® fst case O H®S. H s H metavariable
= case ( ® fst ) ® fst case SH

[-] ®id X J -1
SH® sttH — SH fstH ® sttH _’ stt @ -[-D ®\ /[_']
[ ] SH® stt
Equipping FoH = (SOH, —[-1], var, []—]]) with ? : H—> H® V—> H® SOH SOH yields the free

O-substituion structure over H. We call morphisms 6 : H; — $OH, simple metavariable substitutions,
and we call their Kleisli extension —[0] : S°H; — $PH, metavariable substitution by 6.

This theorem lets us prove substitution lemmata wholesale (cf. Lemma 7.4), concluding the tutorial.

6.1 On pointed strengths and compatibility

The compatibility condition Def 6.1 is technical, involving all MAST components. It deserves to, but often
does not, take the centre spot in accounts of this theory. In concrete examples, one can see how these
components contribute to the modularity of the theory. Each syntactic construct, specified through a
signature functor O;, carries its own strength. Each model exhibits a substitution structure, as well as
an interpretation for each of these functors through an O;-algebra structure. Compatibility expresses
a semantic condition on the interaction between semantic substitution and the semantics of each O; in
isolation, without referring to the rest of the syntax. We will now give a few more results, brought about
thanks to the action-based perspective, that also explain the abstract role strength and compatibility have.

First, we relate substitution actions with the pointed monoidal structure. The difference between
monoids in a monoidal category ¥V and monoids for its associated pointed monoidal category V* is the
point of the monoid and the point-preservation of the unit and multiplication. This difference is irrelevant:

Proposition 6.5 Let V be a monoidal category. The forgetful functor — : V* = V lifts to an isomorphism
between their categories of monoids:

Monoid V' —_Monoid? M := (M,

—[—]M,v_ar> h=h M :=((M,var),—[-],var) h':=h

Given a V-actegory A, the categories of M-actions in A and M*-actions in A, are also isomorphic.

The proof in §C.3 is straightforward. For monoids, we show that the pointed structure of a pointed
monoid must be its unit, and validating the point preservation axioms. The proof for actions is immediate.
Next, we explicate the abstract role the pointed strength serves, proved by direct calculation (cf. §C.3):

Proposition 6.6 Let V be a monoidal category, A be V-actegory, and O : A, — A, a pointed-strong
functor. For every V-monoid, O lifts to the following functor over M-actions:

str _[ ]A

Oy : M-Action A — M-Action A OyA :=OyA:=0A —[-]g 4 : OA®M—> OA®M)—— A

Putting these two results together gives a new perspective on the pointed strength and on compatible
algebras. The monoidal category of homogeneous structures Fst-Struct acts on the category of heteroge-
neous structures R-Struct, and so (Fst-Struct)” acts on R-Struct,. Given a substitution structure S, the
following process produces an (Fst-Struct)’-action on S in R-Struct,. Moving to the first-, and second-,
order fragments, we get a substitution action (Slfst, Slsnd). The monoid S|¢, acts on itself and on S|4,
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and therefore the monoid S|, acts on both Sl|¢, in Fst-Struct, and S|y in R-Struct, . Pairing these
up as gives an S|¢ -action on (SlfSt , Slsnd) in Fst-Struct, X R-Struct,y . Combining them through the

isomorphism (—,—)) : Fst-Struct X R-Struct 4 — R-Struct exhibits an S|i-action on S in R-Struct,.
Let -] : OS — S be any O-algebra structure. It is compatible precisely when it is an S|¢q-action
homomorphism [—] : O SlfstS — S, recasting compatibility as substituion-preservation in a precise way.

7 Case study: the Call-by-Value A-calculus

We use algebraic signatures to modularly describe extensions to the CBV type system, and signature
functors to modularly describe extensions to its terms. Starting with a semantics based on strong monads,
we extend a basic calculus with sequential composition, functions, products, coproducts, an inductive
datatype of natural numbers, iteration, and recursion. These require 7 checks that each additional bunch
of semantic definitions is well-defined and compatible with the substitution structures in the corresponding
algebra. In return, the MAST theory lets us deduce 27 = 128 different substitution lemmata, for each
language fragment. Note that not all models can interpret each fragment, and so one cannot deduce the
substitution lemma for a fragment from the lemma for the full language. The development is similar in
spirit to Swierstra’s 4 la carte methodology [85,41], but it also provides semantic substitution lemmata.
We use this opportunity to also summarise the standard denotational semantics for these features.

7.1 The full calculus

Fig 1 presents the abstract syntax of all the features we will consider without explicating their typing
judgements nor their binding structure. Fig 3 presents the typing judgements. Our base calculus includes
a construct for sequencing, which evaluates the intermediate results in order, binding them to variables.
Extending the calculus with records adds tuples of labelled fields, which we eliminate with a pattern
matching construct. Extending the calculus with variants adds tagged sums, which we eliminate with a
pattern matching construct. Extending the calculus with natural numbers adds natural number literals
as values, the iso-recursive constructor roll and deconstructor unroll, and a bounded iteration eliminator.
We further extend the calculus with unbounded iteration fori = M do N, which initialises i to M, and
then iterates N until it is done. Finally, we extend the calculus with higher-order recursion through
the let rec construct. It extends the body’s (N) context with n mutually-recursive functions fi,..., f,.
Here we assume some predefined mapping from contexts I' and tuple-types (I'), identifying each position
(x : A) € I" with a label x. For example, sending its position to its corresponding numeral.

7.2 Simple types a la carte

To develop these calculi and their models fully modularly, we first need to treat their sets of types mod-
ularly. We will use the classical & la carte methodology, for initial algebra semantics in Set, to mix and
choose the collection of simple types we work with in each case. We will typically work with respect to an
ordinary signature functor L : Set — Set that has an initial algebra L(uL) — uL. This functor specifies
the signature for the simple types given by Typey, := uL. For any set Type, whether inductively given by
such a signature functor or not, define the sorting system CBVyy,, as the coproduct diagram:

comp
FstCBVType = Type C SortCBVType = {A,comp A|A € Type} «———Type =: SndCBVType

We will also work with respect to a MAST CBVyy,e-signature functor O, and define an O-monoid, which by
the Special Representation Thm 6.4 satisfies the Substitution Lemma 7.4.

Example 7.1 In the simplest case, all we have are base types. The signature functor for types is the
constant functor Base : Set — Set, Base X := Base. It has the identity function id : Base — Base as its
initial algebra, thus Base = uBase =: Type. Summarising, the set of types is the set of base types.
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(x:A)el I~V:A I'x;:Aq,....x,: A,FN :comp B for all i <m: I')x;:Aq,....x;:A;FM; :comp A,

I'x:A I'tval Vicomp A I'Hlet x,=M;...;x,=M,inN :comp B
I''x:AFM :comp B I'M :comp(A— B) I'FN:comp A
I'ix:A.M:A—B I'FM @N :comp B

forall 1 <i<n: THEM;:A; I'EM :comp (C,: Ay,....C, 0 A,) I'x:A;,....x,:A,FN :comp B
I'H(Cp 0 My,....C.0 M,):icomp (Cy: Ay,....C, 0 A,) I'case Mof (Cx,...,C,x,)=N :comp B
A=(C,: Aiel) M :comp A, TEM:{C,: A i€l for all 1 <i < n: T,x;:A;-M,:comp B
THA.C; M :comp A I'kcase Mof { Cx;=M;|i€l } N :comp B
I'M :comp N I'=M:comp{0: (_), (I+): N} T'M :compN Lox:{0: (), (I+): AJFN:comp A
[En:N TunrollM : [0 (_), (1+): N THrollM icomph T'Hfold M by{x=N}:comp A
7\
r I
I'=M :comp A Ii: A-N:comp{done : B,continue : A} I,f :(I'})—A,....f,:(I';)>A,FN:B forall 1 <i<n: A#I'\FM, :A,
I'Hfor i=MdoN :comp B I'Hlet rec /1T Ay=M;...;f,I',: A,=M,inN:B

Fig. 3. Type system of CBV, omitting analogous rules for value records and variants.
Example 7.2 To accommodate function types, take the functor FunTy := X — X X X : Set — Set. Then:
Base HFunTy X = {[f|f € Base} H {[(—) : X X X}

Its initial algebra is Type, with [—] : (Base HFunTy)Type — Type where [f] := f; [(—)] (A, B) := A — B.

Example 7.3 Next, we deal with records and variants uniformly. Let X be a set. A row in X is a function
(C[ - xi)iel from a finite set of field/constructor labels {C,-|i € I} to X. Letting Label be the set of field
labels, define Row : Set — Set by Row X := [| IC;,, Label X!. The functors for record and variant types are:
RecordTy, VariantTy := Row : Set — Set.

The collection of types CBVTypeg,. defined inductively in Fig 1 is the initial algebra for the functor:
FullCBV := Base LI((—) : FunTy) I ((—) : RecordTy) LI ({{—|} : VariantTy) I (N : NatTy) : Set — Set

We want to work with more than 2* = 16 collections of types, given by various restrictions of this collection,
depending on the typing needs of each language fragment. As a running example, consider the term former
for higher-order recursive definitions. For each function signature f[x; : A;,...,x, : A,]: B, we will need
to identify the function type (x, : A;,....x, : A,) — B. In fragments that contain both records and all
function types, this construct will need to identify the compound type (x; : A;,...,x, : A,) — B. But in
fragments that only contain higher-order recursion without records, we will fuse function application with
record creation. To allow such flexibility, we use the following concepts. We define a typing need to be a
signature functor R : Set — Set. For higher-order recursion, we use the typing need RecNeed X := X X X.
A fulfillment of a typing need R in a set Type is then a relation (F) : RType + Type, which we will write
as k F A : R for every k € R(Type) and A € Type satisfying (k, A) € (F). A fulfillment explains which
types satisfy the typing need. For example, the fullfillment of the typing need for higher-order recursion
RecNeed in the set of types for the full calculus is given by the relation defined by:

([x; : Ap,.ooox, t AL B) F ((x; ¢ Ap,...,x,: A,) — B) : RecNeed (A,...,A,, B € cBVTypeg,..)

Note that we apply two type constructors in this fulfillment: the function type constructor (—) and the
record type constructor ((—)). In the fulfillment for fragments that include higher-order recursion but not
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strong monad

id
W= <]1xxﬁ>xﬂ>Tx> axTx = <a><xu—><l>b><x—f>Ty> idxreVaxx
s

m uXxid Lstrong monad monadic unit
1xTx cartesian unit Tx naturality axXTx ———»Ty
= bXTx =Ty =
%) »=f
a idx f g
ll@xb)xx—ax(bxx)—> axTy— Tz
(@axb)yxTx » Tz
trong monad
al Sasgog'jti(\)zigr T»‘: g
ax(bxTx) - »aXTy
id X (3= f)

Fig. 4. Strong monad laws

records, we will fulfill this need by the single type-constructor for n-ary functions ((—) — —) that these
fragments include. We will use the following typing needs, and only them, in our case study:

+ When we need the unit type, we impose the typing need EmptyRecord := 1 := {x}, fulfilled by the empty
record type, when the fragment includes records, and by the unit type otherwise: x E (_) : EmptyRecord.

+ When we need to deconstruct natural numbers, we impose the typing need:
NatConstVariant := (N : 1) LI (Maybe : Id)

We will fulfill it in fragments with the natural numbers and bounded iteration over them by specifying
the natural number type and an option type for each type:

Nx E N : NatConstVariant MaybeA F {0: (_),(1+): A]} : NatConstVariant (A € Type)

When the fragment doesn’t include all variant or record types, we will ensure it includes the single
type-constructor {{0: (_),(1+): —].

« To type the bodies of while-loops, we impose the need NatConstVariant := (done : Id, continue : Id)
fulfilled by a binary variant type:

(done : A, continue : B) F {|{done : A,continue : B| : NatConstVariant (A, B € Type)

+ To type recursive function definitions, we impose RecNeed X := X, X X, our running example.

7.8 The substitution structures

Let Type be a set whose elements represent types. A strong-monad model (C , -1 ,T) consists of:

+ A locally-small Cartesian category C with chosen finite products.
+ An interpretation function [[—] : Type — C.

- A strong monad [61] T over C, i.e., an assignment of:
- an object Tx to every x € C;
- a morphism return, : x — Tx to every x € C;
- amorphism =, ., f 1 aXTx — Ty to every a,x,y € C and f : axx — Ty;
satisfying the four equations [70] in Fig 4, w.r.t the cartesian monoidal structure (C,(x),1,a,#,r).
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Each such strong-monad model induces a substitution structure M in CBVyype-structures. First, let:

(”y)y:BeA
= 0-15" =TT 141 [ a] = =05 = i ——= [al

(x:A)el’

Le., interpret contexts as products and their renamings as tupled projections. The CBVyyye-structure M:

lcompA] =T [A] ~ MT=c([[],[s]) M (r <”—A) : ([[r]]—f> [[s]]> - <[[A]]M> )= [[s]]>

—s

Le., M I":= C([['] , [A]l) and McompAF := C([T, T [A]) so the semantics of computations are Kleisli arrows
for the monad T. The monoid’s unit interprets variables by projecting the appropriate component:

var 1V — M| vargpy = <[IF]] = <H(X:A)€F [[M])g HB]]>

To define substitution, we use the isomorphism which internalises tupling:

E = (ﬂyo(_))(y:B)GA : C([[FH R [[A]])—i < H C([[F]] R [[B]])) — Mlinvr

(y:B)eA

We express the functorial action of ME“V through this isomorphism as follows:

ME (urui umu) - <uru—9> 18,12 nA2u>

A—A, I’

We then define substitution —[-]y; : M ® M — M by pre-composition:
f 0
[Al— (s ) [[T]— [A]

Appendix A details the proof that this definition forms a substitution structure.

- ([[r]]i INEA [[s]])

M,s,I’

7.4  The CBV customisation menu

We will now consider some fragments of the full cBv calculus. Fig 5 list the constructs in each fragment,
which fragments of the type system they require, and what model structure they need. We will treat the
base, sequential, and functional fragments. The other fragments admit a similar treatment. We define each
fragment, and then explain how to combine fragments together into one calculus and its model class of
interest. Together, these combinations describe 27 = 128 different calculi, and their denotational semantics.
Thanks to MAST and the Special Representation Thm 6.4, the substitution operation and denotational
semantics for each combination satisfy a substitution lemma. Formally, let Ext be the set of 7 extensions
listed in the ‘name’ column. For each fragment & C Ext, we specify:

- a simple signature L, : Set — Set, which we define 4 la carte as L, := Base LI ||
set Type, == uL, and sorting system CBV, := CBVyyp, ;

L, inducing the

extee g

- a fulfillment (F&) : R, Type, + Type, for each typing need R, : Set — Set and extension ext € &;

* a CBVyype-signature functor O, := Base I [Hexiee O describing the syntactic constructs in this fragment;

+ additional structure or properties we require of the substitution structure M for a strong-monad model
(C, -1 ,T). These requirements impose structure and properties of the type interpretation function
[—[ : Type, = C, typically via universal properties involving categorical structures over the model.
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name syntactic constructs typing needs additional model needs
base returning a value: val strong monad over a Cartesian
category
sequential sequencing: let
functions abstraction and application function Kleisli exponentials
(Ax. . A), (@) (—)
records constructors and pattern match record
(Cii = ....C 0 =) (C:-lie)
case—of (C;x,,...,C,x,) = —
variants constructors and pattern match variant distributive category
A.C—, case—of {Cx; = —|iel} 1C : ~lier]
natural the zero and successor constructors, naturals, empty binary coproducts distributed
numbers literals, empty record, record, and the over by the products, and a nat-
(de)constructors, and bounded variants ural numbers object
iteration, the pattern matching
N
0,(1+),n,( ), unroll, roll 0: (L)
fold—by {x = -} {[ T ’]}
case—of {0 = —, 1+x = —} (I+): =
while the constructors, unbounded iteration the variants binary coproducts, distribu-
tive products, and the monad
done, continue, for i = — do — done : — has a complete Elgot struc-
ture [5,4,3,29,16,48]
continue : —
recursion relevant record constructor, function the functions uniform parameterised monadic
application, recursion fixed-points [51,81], Kleisli ex-
((x; : =|i € I) =) ponentials

(=), (@),let rec

Fig. 5. A customisation menu of CBv fragments
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let xy @ Ag = (py € PcompAOA)

eq Xy - Al = (pl € PcompAl(A’x() : AO))
oy .

strP’A’F :
X, - An = (pn (S PcompA,,(A’XO . Ao, cees Xpq - An—l))

| i0(4 € Peomp (A X0 2 Ag,...x, 2 A,)).0 € AEnT

letxy : Ay = [Poﬁ]A
Xq - Al = [p1,9 + (xo s vary xO)]A,xoiAo
X, 0 Ay = [P 04 (xg : vary xg, ..., x,_ : vary x"—l)]A,xO:Ao,..-,xn_l:An_l

in g € Poopp- 04 (X 1 vary xo,....x, : var, x,)

Fig. 6. Pointed strength for the sequential signature functor

We then fix such a substitution structure M, and further specify:

+ a compatible O-algebra for M making it an O-structure.

Base fragment

All our fragments include the base fragment: the signature functor L, includes the set of base types and
so Type, includes them. There are no typing need for the base fragment, and it contributes no tuples to
the fulfillment relation. The base calculus has, for each type A € Type,, one operator coercing A-values to
A-computations. Its binding signature functor and its derived strength are:

Base X := H (val, : o (X @A) strer [val(p € P4A), 0 € AZ™T| = val [p, 6]

AETypey,

The base requirement of a model is for it to be a strong-monad model M := (C, 0= ,T). Define its Base-
algebra structure as follows, and see calculation (A.1) in the appendix for the compatibility condition:

”valA -5 [[A]]H - <[[r]]i JA] = []A]]>

M

Sequential fragment
This fragment does not extend the language with new types nor does it impose any typing requirements,

and so L1 := R.q := 0. The fulfillment relation is then the empty relation (ijrqag) : Ryeq Type, := 0 - Type,.

The sequential fragment has, for every non-empty context [x, : Ag,...,x, : A4,] € (TypeE)F and type
B € Type,, one sequencing operator let x, = My;...;x, = M, in N:

(letxo TAy=5...:x, A, =_in _: B)

S N VA 1 I

n
n
[XO . Al’ ,xi_l . Ai—l] > X @ CompAi
n€N [xy: Ag,....x,: A, 1€(Type, ), BEType, compB| \i=0

i=

X([xg : Ay,....x, ¢ A,]> X @ comp B)

with its induced tensorial strength given in Fig 6. Given a strong-monad model M := (C, -1 ,T), we
require no additional semantic structure of it. We use the monadic bind to interpret the let construct, and
to ease dealing with the intermediate results bound to xi,...,x,, we use the following derived semantic

sV
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fun
St 4 pr [AX A (D € Pompp(A,x 1 A)),0 € CMT|, = Ax A [p,(0,x : varx)], .,
striye g [(P € Peompa—pA) @ (g € Poompal) .0 € CI™T, = [p, 0]y @ [g,6]4

Fig. 7. Pointed strength for the functional-fragment signature functor
structure. Consider the Cartesian strength of the monad:

»’:a b. axhid

str,, : axX Thb——— T(a x b)

We use it to define, for every f : a X x - Ty a morphism that keeps the intermediate result:

(m2.1) str (< f)
<fi:axx—— xXTy— T(x X y) << f axXTx—— T(xXy)

Define the Oieq—algebra structure as follows. Given A, ..., A4,, B, let:

A= [XO . Ao,...,xn . An] A = [XO . Ao,...,

1

Xi_1 Al foralli=1,...,n

and then define, suppressing canonical isomorphisms such as A; X A; = A,

let xg Ay = [[] 25T I49)
A1— [IF]]XHA]]HT[IAJ] =

A, = I x (4, ]]—>T[[A ]l in [IF-|+A]]—>T[]B]]
( f) ( * fl ( * fn
[[F]]—> [T xT [[Ad]—) [T X T [A,] = - — [T] XT [A4, ]]—> [T] xT [[A]]—> T [1B]
We prove that this O} '-algebra is compatible with substitution in §A.3.

Functional fragment

For this fragment we extend the set of types—a& la carte—using the following simple signature functor
for this fragment to add function types: Li““X = {x = y|lx,ye X} =@ X x X. We impose no typing
typing requirements for this extension (Rg,, = 0) and the fulfillment relation for these fragments is empty
((Fi““) " Reyn Type s, = @ -+ Type,). These fragments extend the base language with function abstraction
and application, which we add using the following signature functor:

ox =] ((/lx A): @ [x: A]l> X @ comp B> 5 ((@) : (X @ comp(A — B)) X (X @ comp A))
A,BETypey, A—B B

Its derived strength is given in Fig 7. We require models M for fragments with fun € £ must be equipped
with a choice of Klesili exponentials ((Ty)x, eval : (Ty)*xx — Ty), for every pair of objects x, y € C. Define

the Oi““—algebra structure by:

H/lx LA <[[r]] x [A]-5 T [[B]])H <[[r]]L”> [A — B]])

H([[F]]LTHA—»BD @([[F]]iT[[A]])” =

(f) >=<<[1FHX[1A—>BJ]1> nrn—”>TﬂAﬂ) v
[T]—— [ XT [A — B] T ([A — B] x [[A])—— T [B]
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We prove that this O} %-algebra is compatible with substitution in §A.4.

We demonstrated the various moving parts in using MAST to define syntax and semantics & la carte.
The other fragments follow a similar treatment, defining signature functors Record, Variant, Nat, While,
and Rec, each with their typing needs and model structure and properties, as in Fig 5. We omit these
details. We conclude by reaping the fruit of our labour: the standard substitution lemma for denotational
semantics. While substitution lemmata are not hard to prove, they are tedious to establish formally. The
Special Representation Thm 6.4 justifies omitting them from most technical developments:

Lemma 7.4 (substitution) For every term A+ M : A and substitution (T 0, : B)(y,B)GA, we have:

(M (o1 = [M] o ([6,]),

Proof. By the homomorphism property of the denotational semantics:

[M (1] = [(—[=DIM. 6131 = (~=D [[M]. ([8],) e, |, = 1M1= ([6]), O

8 Technical development outline

Our development is relatively straightforward thanks to several abstractions: bi-categories and the right-
closed actegorical structure of substitution (§8.1) and the General Representation Thm 8.3 (§8.2) which
abstracts from the concrete details of presheaf categories and their tensors. We also relate this development
to the pre-proceedings manuscript, which used skew monoidal structures (§8.3). In this section, we sum-
marise how these abstract components intertwine, and relegate the remaining details to Appendices B-D.

8.1 Bicategorical development

Fiore, Gambino, Hyland, and Winskel [35] package the sophistication involved in the classical substitution
tensor product in a bicategory we denote by Prof_. Its vertices/0-cells are small categories A,B,C,....
The category S of S-sorted contexts is the finite-product completion of S, and extends to categories. The
arrows/l-cells P : A + B in Prof, are Kleisli profunctors P : A + B, , i.e. presheaves P € PSh(A® x B, ),
equivalently functors P : AXB® — Set. Its faces/2-cells @ : P = Q are natural transformations, with their
usual vertical and horizontal composition. Arrows P : A + B and Q : B + C compose diagrammatically
using the same formula as the substitution tensor product, and the profunctor of variables, suitably
generalised, is the identity V : A + A. One recovers the classical setting by restricting to the full
sub-bicategory over a set of sorts R, since a one vertex bicategory is a monoidal category.

Proposition 8.1 Let B be a bicategory. FEvery two 0-cells A, B € B induce an actegory (B(A, A), B(B, A)).
Its monoidal category is given by the endo-1-cells X : A — A and their 2-cells. It acts on the 1-cells
P : B — A and their 2-cells through 1-cell post-composition and horizontal composition.

The proof is in §B.2. We obtain Thm 4.2 from Prop. 8.1 by taking B := Prof_, A := Fst, and B := Snd.
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8.2 The representation theorem

Adapting the classical proof for the representation theorem is straightforward

thanks to its level of generality. Let (V,.A) be an actegory, and a € A and x € V. (@ x)Rx
Recall that a right exponential of a by x is an object a «» x equipped with a curryf ®id L |eval
universal morphism eval : ((@ <» x) ® x) = a, i.e., for every arrow f : bR x - a bR x —a

there is a unique arrow curryf : b — (a «<» x) making the diagram on the right

commute. To distinguish the special case when the monoidal category acts on itself, we’ll use the notation
x «® y for a right exponential of x by y. An actegory (V, A) is closed when all right-exponentials exist.
In that case, (®) distributes over coproducts in .A. We prove the following result in §B.3.

Proposition 8.2 The actegory of R-structures is right-closed: (Plgy < Ol¢gt) ] = IAGFstF(PSA)QEWF.

We prove the following generalisation of the classical theory in Appendix D. It implies the Special
Representation Thm 6.4. Like its classical counterpart, it abstracts from the technical details of R-Struct,.

Theorem 8.3 (general representation) Let (V, A) be a closed actegory with finite coproducts. Letting
S =V X A be the product V-actegory and J = (]I,@) € S, take any pointed-strong functor O : S, - S,,
object h € S, and initial algebra structure ([[—]] 05> 5var 1 1 -5.,7-[-]1:h®5, — S) over the
object S = (Sl, Sz) = U(x1,%,).(0(x1, %) HT U (h @ xy). There is a unique S-morphism, called simultaneous
substitution, —[-] : $ ® §; — 5 satisfying analogous equations to Thm 6.4. The free O-action over h is

r' ?—[-]

4®
then Foh = (S, —[-], var, [[—]]) equipped with the arrow ? : h— h ® ]Iﬁ h® $1—> S.

8.8 Skew-monoidal categories

In an earlier version of this article, we developed MAST by recourse to the following structure:

(®) : R-Struct X R-Struct — R-Struct P Q=P Ol¢;, J €R-Struct J ]I := {x|(x : 5) €'}

This structure has been used, e.g., by Goncharov et al. [49] and by Greg Brown as the universe of syntax for
cBPV. It falls short from being a monoidal category: while we can define the mediator maps, the putative
left unitor £ : J @ P — P is not invertible in the presence of second-class sorts. For example, for each
s € Snd, we have J 4 ,I' =0, and so: (J@1)gq,[ = IA Jeng SAXT = IA @x1 =@ 2 1. Therefore, even though
R-Struct fails to be a monoidal category, this structure exhibits it as a skew monoidal category (cf. §C.4).
Moreover, both the associator (a : (P Q@ Q) Q@ R - P ® (Q ® R)) and right unitor (r' : P - P J)
are invertible, in a situation we call an associative and right-unital skew monoidal category. To our
surprise, the general representation theorem of the classical theory remains true even under the weaker
assumptions that the left unitor is not invertible. That development took advantage of results by Fiore
and Szamozvancev [32] about skew monoidal categories for the classical theory. We show how to recover
the skew situation, and its special representation theorem, from our actegorical perspective.

Let (¥, .A) be an actegory. Assume A has an initial object 0 preserved by the action (®) : AXV — A:
the unique morphisms [] : 0 — 0 a are invertible for each a € V. Tensors of closed actegories preserve 0.

Proposition 8.4 Let (V, A) be an actegory. If A has an initial object 0 and the action (R) : AXY - A
preserves it, then S := (2 X A, (®),J,a, r’, f) 18 an assoctative right-unital skew monoidal category, where:

@) :SxS—>S (ax)@((},y) =@®bx®b) J:=(L0) a=(a) r=(r"r") ¢:=(21)

We have a carrier-preserving isomorphism between the categories of (V, A)-actions and S-monoids. More-
over, if (¥, A) are (right-)closed, then S is right-closed.

See §C.4 for the proof. The general representation theorem for the skew setting does not follow from
Prop. 8.4 and Thm 8.3. The actegorical angle is natural, however, and extends previous work [40].
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9 Related work

The two POPL-Mark challenges [13,1] galvanise the programming-language community to hard problems
in formalisation. Both challenges emphasise representation and manipulation of syntax with binding and
substitution. We do not target mechnisation and computational realisation of abstract syntax with binding
and substitution, but we note the ample work of this nature. All modern mechanisation systems support
libraries or features for abstract syntax with binding [79,12,89,41,82,83,74,43,44,80, e.g.]. These generate
specialised functions, lemmata, and proofs given a description of the syntax, instead of proving a general
theory of syntax and substitution. We direct the reader to Allais et al.’s related work section [9] which
surveys: non-de Bruijn approaches to binding [42,21,19]; alternative binding structure [91,77,20,45,50];
more work on automation [76,60]; universes of syntax and generic programming [59,58,14,64,95,24,71]. To
those we add HOAS [56,73], monadic [10] and functorial [15] representations.

The presheaf approach [33,11,39,37,84] lends itself to mathematical operational semantics [88,47] and
G. structural operational semantics (GSOS) [49]. Fiore and Turi [40] considered a special case of our
heterogeneous situation in which the constructs for first-class sorts can be described independently from
the second-class sorts in terms of actions. In our situation, we have mutual dependency between terms
of first-class and second-class sorts, e.g., CBV terms include values, and functions, which are values, are
abstracted terms. McBride varies the indexing category e.g., thinnings/order-preserving embeddings to
implement co-de Bruijn representations [69]. In a different direction, Fiore and Saville reduce the free
O-monoid to the existence of certain list objects [30].

Fiore and Szamozvancev reformulate [32,86] and implement [31] the classical theory in terms of homo-
geneous families, i.e., sort-and-context indexed sets without a given functorial action. These families have
an associated tensor without a quotient (P @ Q),I" := [[, P,A X H(x:r)e A Q.I'. The theory compensates for
the missing quotient by demanding additional axioms for substitution. Their tensor product (@) is skew,
and it is neither unital nor associative.

Close to the presheaf approach is the familial approach of Hirschowitz et al. [54,17,53,55], which also
uses a skew tensor for technical reasons involving operational semantics and bisimilarity. Ahrens also uses
families rather than presheaves [6] including an implementation [7] in UniMath [90]. The introductory
text by Lamiaux and Ahrens [63] provides many connections between these approaches and related work.

Fiore, Gambino, Hyland, and Winskel’s Kleisli bicategories [35] follow their earlier work [36] generalising
Joyal’s species of structure [57]. Olimpieri et al. [72,22] used these, e.g., when studying intersection type
systems. More recently, Fiore, Galal, and Paquet introduce a bicategory of stable species [34]. Ahrens et
al’s aforementioned implementation [7] also uses such bicategorical ideas.

The Expression Problem concerns the design of an abstract syntax tree datatype for simply-typed ex-
pression language without binding and an implementation of an evaluator. Wadler attributes the problem
to [78]. In Wadler’s formualtion, the challenge is to extend the language with new term constructions
without recompiling the code for the previous versions. Wadler reviewed several existing solutions, in-
cluding object oriented ones by Cook [23]; Krishnamurthi et al. [62]; and Zenger and Odersky [92,93,94],
before presenting a solution based on recursive generics in Java.

10 Conclusion

We have extended the classical theory of abstract syntax with binding and substitution with second-class
sorts through actegorical structure. This extension is straightforward thanks to the existing bicategorical
perspective. Our tutorial separates the concepts needed to employ the theory from its underlying technical
machinery and development. We expect similar results from an analogous case study on Levy’s CBPV.
There the basic calculus comprises of returners and sequencing, and one can extend it with value products
and coproducts, thunks, computation products, and functions. Thus, with MAST one could deduce 2° = 64
different substitution lemmata by checking the compatibility conditions for 6 signatures. We want to
develop a corresponding algorithmic theory using familial skew actions [32] and implement it. We are
also interested in developing a multi-categorical perspective. It may avoid the need for quotients, arising
through the tensor product and represent the multi-category [52,18,65,66,27,26]. This perspective might
simplify the algorithmic theory. This work was supported by the Air Force Office of Scientific Research
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