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Abstract

We introduce the concept of compact quantitative equational theory. A quantitative equational theory is defined to be compact
if all its consequences are derivable by means of finite proofs. We prove that the theory of interpolative barycentric (also
known as convex) quantitative algebras of Mardare et. al. is compact. This serves as a paradigmatic example, used to obtain
other compact quantitative equational theories of convex algebras, each axiomatizing some distance on finitely supported
probability distributions.
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1 Introduction

At the core of universal algebra is a sound and complete deductive system, due to Birkhoff (see, for
example, [33, §3.2]), which allows to derive judgments of the form E - s = ¢, where F is a set of equations,
with the meaning ‘every algebra that satisfy all equations in E also satisfies the equation s = t’. Since
Birkhoff’s proof system can be seen as a fragment of the deductive apparatus of classical first order logic,
every proof is a finite (both in width and depth) tree. This is a key property, and it is fundamental
when it comes to applications of universal algebra in computer science: proofs, being finite objects, can be
represented and manipulated by machines, they can be enumerated and there are effective procedures to
check if a given derivation tree is a valid proof or not.

Quantitative algebra, recently introduced in [22], is an active area of investigation
[1,2,5,6,7,8,15,16,23,29,27,26,25,28,21,20,24,34,35,17,11,13] aimed at extending the methods of uni-
versal algebra to the study of so-called quantitative algebras: algebraic structures A = (A, {op”}opes)
further endowed with an extended metric distance d4 : Ax A — [0, 00| compatible with the interpretations
op™ of the operations op € ¥. The key novel concept is that of quantitative equation s =, ¢ between
terms, for € € [0, 00), which asserts that the distance between s and ¢ is bounded above by € (da(s,t) < ¢).

In [22], a sound and complete proof system, analogous to that of Birkhoff, has been investigated
for deriving judgments? of the form F F s =, t that involve quantitative equations in lieu of equations.

! Email: matteo.mio@ens-1yon.fr. Research supported by the ANR project QuaReMe (ANR-20-CE48-0005).

2 This is a simplification sufficient for the purpose of this introduction. More precisely, the judgments of the proof
system are called quantitative inferences [22] and are Horn implications involving quantitative equations. Precise
definitions are given in Section 2.2.
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15-2 Compact Quantitative Theories of Convex Algebras

However, unlike Birkhoff’s system, the deductive system for quantitative algebras is based on the infinitary
first order logic L, . [18] which, crucially, allows countable conjuctions. As a consequence, a proof in
quantitative algebra is, in general, not a finite object: it is a well founded tree with countable width. More
specifically, the key source of infinite width in proofs comes from the presence of the following rule:

ErFs=t ElFs=¢t ElFs= 1
Ers=t
which states that if the distance between s and ¢ is bounded above by ¢; (i.e. da(s,t) < ¢;), for all i € N,
then necessarily the distance is also bounded by the infimum of all bounds (d(s,t) < €).
The non-finiteness of proofs in quantitative equational logic is an obstacle to mechanization, of course.

This is unavoidable: it can be shown that the presence of an infinitary rule is required in any sound and
complete proof system for quantitative algebra.

€ = inf{ei}ieN

Compact Quantitative Theories
On the other hand, it is still possible for some well-behaved quantitative theories F, to satisfy the
following property (which is stated precisely in Section 3):

If FF s=tis derivable, then it is derivable by a finite proof not using the infinitary rule.

We refer to such quantitative equational theories E as compact.

Perhaps surprisingly, several of the main examples of quantitative equational theories that have ap-
peared in the literature turn out to be compact although, to the best of our knowledge, this has never been
explicitly observed. One such example, which we fully investigate and generalize in this work, is given by
the quantitative theory of interpolative barycentric algebras of [22, §10] which axiomatizes the Kantorovich
(also known as 1-Wasserstein [32, Ch 6]) metric on finitely supported probability distributions on a metric
space. Other examples include the theory of quantitative semilattices [22, §10], axiomatizing the Haus-
dorff distance on finite subsets of a metric space, and the theory of quantitative convex semilattices [28],
axiomatizing the composition of the Kantorovich and Hausdorff distances, on finitely generated convex
sets of finitely supported probability distributions on a metric space.

Given the presence of such examples, important in the theory of programming languages and semantics,
and the relevance of finitary proofs in practical applications of quantitative algebra, we argue that the
systematic study of quantitative compact theories is an interesting endeavour. Natural types of questions
which we will explore in forthcoming work, include: what are conditions on theories that guarantee
compactness? For example syntactical conditions on the shape of the quantitative equations, or categorical
conditions on the corresponding term monads. What is common between the examples mentioned above?
In the other direction, assuming that a theory is compact, what can generally be said about its class of
models, the corresponding term monad, et cetera?

Contribution and Organization of this Work

The goal of this paper is to set the foundation for this line of research by formally introducing the notion
of compact quantitative theory and proving, in full details, that the theory of interpolative barycentric
algebras is compact. By generalizing this example, we also derive a family of compact quantitative theories,
each axiomatising some distance (lifting) on probability distributions, such as the k-Wasserstein distance
for k € [1,+00], (also studied in [22] for k£ < 0co) and examples involving log-probabilities.

Rather than working with the original theory of quantitative algebra of [22], we formulate our results
in the recently introduced generalization of [27] (see §9.1 of [27] for a detailed comparison with [22]). One
axis of generalisation consists in allowing quantitative algebras A = (A, {op*}opes, da) whose distances
da are not required to be a metric and can be arbitrary fuzzy relations. This, beside allowing non-
metric distances to be modelled (as in [26]), has the advantage of decoupling the technicalities related to
compactness from those related to metric reasoning. For example, by casting the quantitative theory of
interpolative barycentric algebras of [22] in the context of [27], as we do in Section 4, we obtain a generalized
compact axiomatization of the Kantorovich lifting of distances that are not necessarily metrics.
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In Section 2 we introduce the necessary technical background. In Section 3 we introduce the notion
of compact quantitative theory and provide some examples. In Section 4 we prove the compactness of
a generalization of the quantitative theory of interpolative barycentric algebras of [22]. In Section 5 we
generalize this result and obtain other examples of compact quantitative theories of convex algebras.

2 Technical Background

2.1 Convex Algebras, Probability Distributions and Couplings

Convex algebras, also known under serveral other names including convex spaces [14] and barycentric
algebras [31] (see [30,14,19] for overviews), are algebraic structures over the uncountable signature of
operations ¥ca = {4, | 0 < p < 1} where, for each p € (0, 1), the operation +, is binary. Therefore, a
Sca-algebra is a relational structure A = (A, {+5},e0.1)) with +5 : A x A — A, for all p.

Definition 2.1 A convex algebra is a Xca-algebra A such that:

Idempotency: a +ﬁ a=a Va € A,Vp € (0,1),

Skew commutativity.: a +§ b=b +‘1*_p a Va,b e A, Vp € (0,1),

Skew associativity: (a +I‘§ b) —i—c}A c=a —|—ﬁq (b —1—1}1,1,)(1 ¢) Va,b,ce A Vp,qe (0,1).
1-pq

If A is clear from the context, we just write a +, a’ in place of a —|—1‘§ a’. Any convex subset of a real
vector space, such as [0,1], is a convex algebra with operations defined as « +, y = pr + (1 — p)y. But
not all convex algebras are of this form. For example, any semilattice (X, V) becomes a convex algebra by
defining 4+, y =z Vy, for all p € (0,1).

Alternatively, it is possible to present convex algebras using a signature of n-ary operations . | piz;,
where p; € [0,1] (thus including 0 and 1) and > ;" ; p; = 1. In this version, a convex algebra A is a set
A with interpretations of type A™ — A, for all n-ary convex combination expressions, subject to axioms
similar to those given above for binary operations. The two approaches are equivalent [30, Prop. 2.3], and
one can always rewrite n-ary convex combinations to Yga-terms, recursively, as follows:

(case pr = 1) D211, piwi = 21 (case pr = 0) D31l piwi = D21y Pici
(case 0 < p1 < 1) Siypizi = 21 +p; (Dis l_pﬁaci).

In what follows we will switch between binary and n-ary operations as most convenient.
Finitely supported distributions on a set play an important role in the theory of convex algebra.

Definition 2.2 Given a set X, a probability distribution on X is a function p: X — [0,1] such that
> zex M(x) = 1. The support of p is the set supp(u) = {x | u(x) > 0}. We say that p is finitely supported
if supp(u) is finite. We denote with D(X) the set of finitely supported probability distributions on X. For
x € X, we denote with J, the Dirac probability distribution defined as d,(y) = 1 if y = = and 0 otherwise.

The set D(X) with operations +, defined, for all u,v € D(X), as (u 4+, v)(x) = pu(x) + (1 — p)v(x),
is a convex algebra which, with some abuse of notation, we also denote by D(X). It is well known
(see, for example, [30]) that D(X) is the free convex algebra generated by X. This means that for any
convex algebra A,Athere is a one to one correspondence between functions f : X — A and convex algebra
homomorphisms f : D(X) — A, such that f = f onx, where nx : X — D(X) is defined as nx(z) = d,.

It also means that D(X) can be seen as the quotient of Termsy,,, (X), the absolutely free algebra of ¥ca-
terms over X, by the axioms of convex algebras (Definition 2.1). For this reason, given s € Termsy,,, (X),
we denote with [s] € D(X) the corresponding probability distribution. Formally, if s is of the form (using
n-ary notation) s = > ' | pix; then [s] = Y 1" | pidg,.

We now turn attention to couplings of finitely supported probability distributions.

Definition 2.3 Let X be a set and p,v € D(X). A coupling v of u and v is a probability distribution
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v on X X X whose marginals are p and v: for all z € X, Zm,yeX v(x,y) = p(x), and for all y € X,
> zyex V(@ y) = v(y). We denote with I'(x, ) C D(X x X) the set of all couplings on y and v.

Note that I'(u,v) is always nonempty because the independent product p x v of p and v, defined as
(uxv)((z,2")) = p(z)-v(z), is a coupling. Furthermore, viewing I'(u, v) as a (closed and bounded) subset
of [0, 1]"*™ (n = |supp(u) U supp(v)|) we observe that I'(u, v) is compact, by the Heine-Borel theorem.

Lemma 2.4 Given any set X and u,v € D(X), the set of couplings T'(u,v) is nonempty and compact.

The following simple property of couplings is important: a convex combination of couplings is a coupling
of the convex combinations.

Lemma 2.5 Let X be a set, and pi, pa,v1,vo € D(X). Let vy € I'(p1,v1) and vo € T'(u2,v2). Then, for
all p € (0,1), it holds that v1 +p 2 € I'(1 +p p2, v1 +p v2).

2.2 Quantitative Algebra

Quantitative algebra, as originally introduced in [22], deals with algebraic structures A = (4, {op™}opex),
for some signature of function symbols ¥, further endowed with an extended metric da: Ax A — R>oU{oco}
which makes all operations 1-Lipschitz: da(op®(a1,...,an),0p(a},...,a,)) < maxj—1_,da(a;, a}).

Here we instead follow a generalisation of the entire apparatus, recently proposed in [27]. Quantitative
algebras, in the sense of [27], are algebraic structures A = (A, {op*},pex), for some some signature of
functions symbols ¥, further endowed with an arbitrary ® fuzzy relation d4: A x A — [0, 1] not subject to
any additional constraints such as being a metric or making all operations 1-Lipschitz. Such constraints
can be expressed by quantitative equations (cf. Example 2.17) in the same way that commutativity of
a binary operation can be expressed by equations in universal algebra. We refer to [27] for a detailed
exposition and, in particular, to [27, §9.1] for a comparison with [22]. Here we restrict attention only to

the key definitions needed, later in Section 3, to formalize the concept of compact quantitative theory.

Definition 2.6 Given a set A, a function of type d : A x A — [0,1] is called a fuzzy relation on A. We
also refer to the pair (A,d) as a fuzzy relation. Given two fuzzy relations (A,d4) and (B,dp), a function
f:+A— Bis I-Lipschitz (or also nonexpansive) if dg(f(a), f(a')) < da(a,d’), for all a,d’ € A.

Definition 2.7 Given a set A we denote with d‘f, or just di if A is clear from the context, the discrete
fuzzy relation dit : A x A —[0,1] defined as di'(a,a’) = 1, for all a,a’ € A.

Note that, for all fuzzy relations (B,dp), any function f : A — B is 1-Lipschitz as a map f : (A,d}) —
(B,dp). Also note that fuzzy relations are not required to be metrics nor pseudometrics. For example,
the discrete fuzzy relation is neither a metric nor a pseudometric because d(a,a) # 0.

Fuzzy relations on finite sets can be represented by finite matrices. For example:

(al, al) — 0.5

. _ _J(a1,a2) — 1 . a 515 a12
the fuzzy relation ( A={ay,a2}, dg = (a5, a1) — 0.3 ) , 1s represented by: . {0.3 0} .
(CLQ, CLQ) — 0

Definition 2.8 [Quantitative Algebra] Let ¥ be a possibly infinite signature of function symbols op € X,
each having finite arity ar(op) € N. A quantitative algebra is a structure A = (A, {op™}opex, da), where:

(i) (A, {op™}opes) is an algebra, in the usual sense of universal algebra: a set A with interpretations of
the operations: op® : A% (%P) — A,
(ii) (A,d4) is a fuzzy relation.

3 The choice of valuing the distance in [0,1] is purely motivated by simplicity reasons. All the results of [27] hold
when [0, 1] is replaced by any complete lattice, such as R>o U {oo} or any quantale. See [29)].
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Given quantitative algebras A and B, a homomorphism of quantitative algebras is a map f : A — B which
is both 1-Lipschitz as f : (4,d4) — (B,dp) and a homomorphism of the underlying algebras.

Whereas equations in ordinary universal algebra must be satisfied by all interpretations of the vari-
ables, in quantitative equations the set of variables, say B, is specified in a context, namely a fuzzy
relation dg: B x B — [0, 1], and crucially the quantitative equation must only be satisfied by 1-Lipschitz
interpretations. This is made formal by the following definition.

Definition 2.9 [Quantitative Equation] A quantitative equation is an expression of one of the two follow-
ing forms:

V(B,dp).s = t V(B,dg).s =t

where (B, dp) is a fuzzy relation on a (possibly infinite) set B, s,t € Termsy(B) are X-terms built from the
set of generators B and € is a real number in [0, 1]. When (B, dp) is finite, we often write the quantitative
equation using matrix notation as, for example:

Definition 2.10 [Satisfiability Relation] Let A be a quantitative algebra. We define the satisfiability
relation as follows:

AEVY(B,dg).s=ct iff da(u(s),e(t)) <e for all 1-Lipschitz ¢ : (B,dg) — (A,da)
AEVY(B,dp).s=t iff t(s) =(t) for all 1-Lipschitz ¢ : (B,dg) — (A, da)

where ¢(s),t(t) € A denote the intepretations of the terms s, ¢, using the extension ¢: Termsy(B) — A of
¢ to terms defined, as usual in universal algebra, by structural induction on terms.

Remark 2.11 Following the universal algebra textbook [33] and [27], the “V” symbol in quantitative
equations is adopted to remind the universal quantification involved in the satisfiability relation. In [29]
(see also [12]) the notation (B,dp) - s =, t is used in lieu of ¥(B,dp).s =, t. We reserve the usage of the
“+” symbol, later on, for the syntactical consequence relation of quantitative algebra.

Remark 2.12 The reader familiar with the original apparatus of quantitative algebra of [22] will recognize
that quantitative equations V(A, d).s =¢ ¢, in the sense of Definition 2.9, coincide with basic inferences of
22] of the form: {a =4(4q @' | a,a’ € A} = s =¢ t. Also note that, unlike [22], we defined two types of
quantitative equations: with equality (=) and with quantitative equality (=.). This is because the models
are not necessarily metric spaces, and so equality (=) cannot be equivalently be expressed as distance zero
(=0). We refer to [27, §9.1] for a detailed discussion.

Remark 2.13 The 1-Lipschitz condition on interpretations is on the whole (potentially infinite) set B
and not on the finite subset B’ C B of variables appearing in s,t. To appreciate this point, consider
(B,dp) = ([0,1],dp,;) with the standard Euclidean metric. All 1-Lipschitz maps f: (B,dg) — (2,d3),
from (B, dp) to the two-element set with the discrete fuzzy relation, are constant. However, there are non-
constant 1-Lipschitz maps f: ({0,1},dp/) — (2,d?) where dp is the restriction of dg to {0,1} C [0, 1].

Note that if no interpretation ¢: (B,dg) — (A,d4) is 1-Lipschitz, the quantitative equation is triv-
ially satisfied. Also (see comment after Definition 2.7) if dp is the discrete fuzzy relation on B, every
interpretation ¢ : B — A is 1-Lipschitz. Hence the familiar type of equations, quantified over all possible
interpretations, can be expressed by taking dg = dP to be the discrete fuzzy relation.

Example 2.14 The following quantitative equation expresses that op € ¥ is commutative.
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b1 b2

v( " {1 1]).0p(b1,b2):op(b2,b1).

bo 1

When dp is not discrete, the 1-Lipschitz restriction on the intepretations becomes meaningful.

Example 2.15 The following quantitative equation expresses that any two points having distance smaller
or equal than 0 (and thus, 0) must be equal:

by bo
by [1 0 .
V(m[l J)m_@

By collecting infinitely many quantitative equations, with varying values defining dp, it is possible to
express common properties such as the symmetry of the distance (for all €, d(z,y) < e = d(y,z) <€), or
the 1-Lipschitz property of an operation op € ¥ (for all ¢, d(z,y) < e = d(op(z),op(y)) < €).

Example 2.16 Let E = {¢.} be the set of quantitative equations, indexed by € € [0, 1], of the form:

by bo

be = V(“[l j)M:JL

ba 1

A quantitative algebra A satisfies E (i.e., Vo € E, A = ¢) if and only if d4 is symmetric.

Example 2.17 Let op € ¥ be unary and let E = {¢.} be the set of quantitative equations, indexed by
e € [0, 1], of the form:

by ba

de= VO [1 1] one) =cop(l).

ba 1

A quantitative algebra A satisfies F if and only if op® : (A,da) — (A,d4) is 1-Lipschitz.

With these definitions in place, one defines as expected the consequence relation between a set E of
quantitative equations and a quantitative equation 1.

Definition 2.18 [Consequence Relation]| Let E be a set of quantitative equations and ¢ be a quantitative
equation. We write E |= 1, and say that 1 is a consequence of E, if:

VA, if (AgepAE @) then A [ .

A key fact in quantitative algebra is that the consequence relation can be axiomatized: there exists a
proof system for deriving judgments of the form E F ¢ such that E I ¢ is derivable if and only if £ = ¢
holds. This proof system, introduced in [27, §4], is the quantitative algebra analogous of the well known
deductive system of Birkhoff for equations. It includes a number of finitary axioms and rules, some for
handling equality judgments (entirely analogous to those of Birkhoff’s proof system) like:

EFY(B,dg).s =t
E-VY(B,dg)t=s

EFVY(B,dp).s=s

and some for handling quantitive equality judgments, like:
dp(b,b') =€ EFVY(B,dp).s =ct 5> e
ErVY(B,dp).s=st —

The axiom on the left allows to derive distances (provided by the context dp) between variables and the
“weakening” rule on the right states that if from £ the upper bound < € on the distance between s and ¢

EFY(B,dg).b=.V



Mio 15-7

is derivable, then also the weaker upper bound < ¢ is derivable. An important feature of the proof system
is the substitution rule (see Rule 4.e in Definition 4.1 of [27]):

EvY(B,dp)s =t  {EFY(Cde).o(b) =aymm o) | b,V € B, dp(b,b) <1}
EEVY(C,dc).o(s) = a(t).

where s =, t is either s = ¢t or s =, t for some € € [0,1] and o(s),o(t) denote the application of the
substitution o to the terms s,t, defined as usual. The set of premises on the right-side witnesses that the
substitution o is 1-Lipschitz. For this reason, we say that the substitution rule can only be applied with
provably 1-Lipschitz substitutions o. Note that any substitution ¢ is provably 1-Lipschitz when dg = d{a
is the discrete distance on B (in this case the right premise is empty). Also note that the substitution rule
is finitary whenever {b,b’ | dg(b,t’) < 1} is finite, as it happens in the special case dp = dP. We refer to
[27, §4] for a detailed presentation of the other rules of the proof system. Here we only focus on the fact
that, unlike Birkhoff’s proof system, the proof system of quantitative algebra includes one infinitary rule:

E+V(B,dg).s =t EFY(B,dp)s=qt ... EFY(B,dp).s=t
E+V(B,dp).s =t

This rule states that if the bound < ¢; (in V(B,dp).s =, t) is derivable form E, for each ¢;, then also
the “limit” < e bound (E + V(B,dp).s =, t) is derivable. This rule has appeared in the literature under
several names: it is named order completeness rule in [27], Archimedean rule in [22] and continuity rule
in [8]. As a consequence of the presence of this rule, proofs in the proof system of quantitative algebra
are, in general, well-founded infinite trees because some nodes, corresponding to the application of the
infinitary rule, have countably infinite width. The presence of some kind of infinitary rule is necessary, in
the sense that there is no axiomatisation of the consequence relation (E |= ¢) given by a set of finitary
Horn implications in first order logic. This follows from the fact that the category of pseudometric spaces
and 1-Lipschitz maps (which is the category of models of a quantitative theory F, see Example 3.5 below)
is not locally finitely presentable (see [3, Ex. 2.2] and [4, §5]).

A main result of quantitative algebra is the existence of free algebras. We refer to [27, §5] for
a detailed formulation. Here we only state the fact that, given a quantitative equational theory FE
and a fuzzy relation (A,da), the free E-quantitative algebra gemerated by (A,d4) is isomorphic to

(Termsy;(A)/=, {op" Yopes, dr), where:

(i) the carrier is the set of X-terms over A modulo the equivalence relation = of “provable equality”
defined as: s=t < EFVY(A,da).s =t,

(ii) the interpretation of the operations is defined as: op® ([s1]=, ..., [sn]=) = [op(s1, ..., 5n)]=,
(iii) the distance is defined by “provable e-equality”: dp([s]=, [t]lz) < e< EFV(A,da).s = t.

t
It can be shown that definitions (ii-iii) are valid for all choices of representatives s € [s]=, t € [t]=.

0 : B — Termsy(C)

€= inf{ei }iEN

3 Compact Quantitative Theories

We now introduce the concept of a compact quantitative equational theory. In what follows a possibly
infinite signature X of function symbols, each having finite arity, is fixed.

Definition 3.1 [Compact Quantitative Theory] Let E be a set of quantitative equations. We say that E
is compact if, for all quantitative equations ¢, if E' = ¢ then there exists a finite proof (i.e., a proof tree
never using infinitary rules) of FE + ¢.

Remark 3.2 We use the term theory as synonym of set of quantitative equations. Often, the term theory
is instead used to indicate a set of (quantitative) equations closed under the consequence relation. But, in
such setting, every consequence ¢ of F trivially admits a finite proof, because an axiom of the proof system
(see “Init”, Def. 4.1 of [27]) allows to derive E I ¢ whenever ¢ € E. Hence, the notion of compactness of
Definition 3.1 is meaningful for sets E not closed under deducibility.
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The following sequence of propositions illustrate the notion of compact quantitative theory.
Proposition 3.3 Let X =0 and E = (). Then E is compact.

Proof. First, observe that since there are no operations (X = () the models of E = () are all fuzzy relations
(A,d4). Now let ¢ be a quantitative equation. We need to prove that if ) = ¢ then () - ¢ has a finite
derivation. The assumption () = ¢ means that (A,da) | ¢, for all fuzzy relations (A, d4).

Let us first consider the case ¢ is of the form V(B,dg).b = &’. We claim that the assumption implies
that b = ¥/. Indeed if b # V', the fuzzy relation (B,dp) itself and the identity interpretation (which is
always 1-Lipschitz), witness that (B,dp) = ¢. Now that the claim has been established, we observe that
EFVY(B,dp).b ="b can be derived by one of the axioms of the proof system.

Let us now consider the case ¢ is of the form V(B,dp).b =, b'. We claim that the assumption implies
that € > dp(b,b'). Indeed if € < dp(b,V'), the fuzzy relation (B, dpg) itself and the identity interpretation
(which is always 1-Lipschitz), witness that (B,dp) ~ ¢. Now that the claim has been established, we
observe that £ F V(B,dp).b =g, 0’ can be can be derived by one of the axioms, and from it we can

apply a weakening rule (because € > dg(b,b')) to derive E +V(B,dg).b = V. 0

As we already observed, the semantics of equations s = t, in standard universal algebra, can be
expressed by quantitative equations of the form V(B,d;).s = t, using the discrete fuzzy relation on a set
B containing all variables appearing in s and ¢. All proof rules of Birkhoff’s system have corresponding
finitary rules in the proof system of quantitative algebra, when dealing with quantitative equations of the
form V(B,d;).s = t. In particular, the familiar substitution rule of Birkhoff proof system (see [33, Rule
EL5]) has a corresponding rule because any substitution o is, as already remarked, provably 1-Lipschitz
when using the discrete distance d;. This has the following consequence.

Proposition 3.4 Fiz an arbitrary ¥ and let E = {¢;}icr be a collection of quantitative equations ¢; of
the form ¥(B;, d?i).si =t;, where d{gi is the discrete fuzzy relation on B;. Then E is compact.

Proof. Let £ = {s; = t;}icr be the set of equations (in the sense of universal algebra) corresponding
to E. Note that the models of E are quantitative algebras A = (A, {op™}opes, da) whose underlying
algebra (A, {op™}opex:) is a model of € and d4 is an arbitrary fuzzy relation. Now, consider an arbitrary
quantitative equation ¢ and assume E |= 1. We need to show that F I ¢ has a finite derivation.

Consider first the case that v is of the form V(B, dp).s = t, for some s,t € Termsy,(B). The assumption
E = ¢ means that all models of E satisfy V(B, dp).s = t. In particular, for each model (A, {op*}opes) of €,
the quantitative algebra A = (A, {op*}opes, d5') is a model of E, with d4 the constant zero fuzzy relation
(d§(a,a’) = 0). Hence A |= V(B,dp).s = t. Note that any function f: B — A is 1-Lipschitz as a map
f:(B,dp) — (A,df"). Therefore A |= V¥(B,dg).s = t means that ¢(s) = (¢) holds for all interpretations
t. Hence t(s) = ¢(t) holds, for any interpretation ¢, in any model of £. By completness of Birkhoff’s
proof system, this implies that s = t is derivable from £ by means of a finite derivation. By “copying”
this finite derivation, in the proof system of quantitative algebra, we obtain a corresponding finite proof of
E FVY(B,dP).s = t, where d? is the discrete fuzzy relation on B. Finally, we can derive F I V(B,dg).s =t
from E + V(B, aljlB ).s = t by applying a substitution rule of the proof system, with the identity substitution
(o(b) = b) of type o : (B,d?) — Termsy,(B,dp), which is trivially provably 1-Lipschitz.

Now consider the case that 1 is of the form V(B,dp).s =c t. The assumption E |= ¢ implies that
any model A of F satisfies V(B,dp).s =¢ t. But since, among the models of E, there are models with the
discrete fuzzy relation d‘f, which assigns distance 1 to the intepretations of s and t, we deduce that € = 1.
The quantitative equation E + V(B,dg).s =1 t can be finitely proved by an axiom of the proof system
(see axiom (h), in Definition 4.1 of [27]). 0

However, as soon as quantitative theories E including some quantitative equations of the form
V(B,dp).s =, t are considered, it is very easy to incur in examples that are not compact.

Proposition 3.5 Let ¥ = () and let E be the theory of pseudometric spaces defined as the union of the
following sets of quantitative equations, for all €,€1, €2 € [0,1]:
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Then the quantitative theory E is not compact.

Proof. It is easy to verify (see [27, §2.3]) that the models of E are fuzzy relations (A,d4) such that
d4 is a pseudometric: symmetric (da(a,a’) = da(d’,a)), self-distance zero (da(a,a) = 0) and satisfying
the triangular inequality (da(a,c) < da(a,b) + da(b,c)). Consider the fuzzy relation (B,dp) where B =
{0,0/} U{e |0 < e <1} (the unit interval with “two zeros”) and dp is a symmetric and self-distance zero
fuzzy relation specified by: dg(0,0') =1, d(0,¢) = d(0,¢) = € and dp(¢,d) = |e — J|, for all €,d € (0, 1]:

=

Hence dp does not satisfy the triangular inequality because dp(0,0") = dp(0/,0) = 1. Let ¢ be the
quantitative equation V(B,dp).0 =g 0'. We show that E = ¢ but all proofs of FE - ¢ are infinite (i.e., they
involve the infinitary rule).

First, we prove that E | ¢. Let (A,d4) be a model of E, ie., a pseudometric space, and let
t: (B,dp) — (A,d4) be a 1-Lipschitz interpretation. Note that da(:(0),:(0")) = 0, because for every
e > 0, da(1(0),¢(0) < da(e(0),c(€)) + da(i(e),1(0))) < €+ €, by triangular inequality of ds and the
1-Lipschitz property of ¢. As this holds for all 1-Lipschitz ¢, we conclude that (A4,d4) = ¢. Hence E |= ¢.

Secondly, we show that E + ¢ does not have finite proofs. Informally, each judgment V(B, dp).0 =2 0/
has a finite derivation from the judgments V(B, dg).0 =, € and V(B, dp).c = 0/, which are finitely derivable
using an axiom of the proof system, and by application of the “triangular inequality” quantitative equation
from E. But collecting these judgments to obtain V(B, dg).0 =¢ 0/ requires an application of the infinitary
rule. Formally, we need to exhibit a relational structure (C,{Rc}cc[,1)), where each R, € C' x (' is a
binary relation interpreting =., such that C' models all the deductive rules of the proof system — except
the infinitary rule — and all the quantitative equations in £ but not ¢. Let C = B and define Ry = Id¢
(the identity relation) and R, for each € > 0, as the symmetric reflexive relation satisfying:

(0,0) € Re, (z,0) € Re(for z € {0,0'} and 0 < <€), (0,A) € Re(for 0 <5, A <1s.t. [0 — ) <e).
In this model, 0 is arbitrarily close to 0’ (i.e., (0,0") € R,) but not at distance 0 (i.e., (0,0") € Rp). 0

4 The Theory of Interpolative Convex algebras is compact

The theory of Interpolative Barycentric (IB) quantitative algebras was introduced in [22] as a main example
of quantitative theory. In [22] it was proved that the free IB quantitative algebra generated by a metric
space (X,d: X x X — [0,1]) is isomorphic to the quantitative algebra (D(X), {+p}pe(0,1), K(d)), where
K(d): D(X) x D(X) — [0,1] is the Kantorovich (see Definition 4.2 below) lifting of d. In this section we
recast this result in our chosen apparatus of quantitative algebra of [27], introduced in Section 2.2, where
distances are not necessarily metrics. To avoid confusion with [22] we will refer to it as the quantitative
theory of Interpolative convex algebras (ICA).

Definition 4.1 [Theory ICA] Let Xca be the signature of convex algebras. The quantitative theory
of interpolative convex algebras, denoted by ICA, is defined as the union of the following quantitative
equations, for all p,q € (0,1):
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and the following quantitative equations, for all p € (0,1) and €,0 € [0, 1]:
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The first set of quantitative equations simply corresponds to the equations of convex algebras (Definition
2.1), which must hold for all possible interpretations, and are therefore expressed with the discrete fuzzy
relation on variables. This implies that all models A = (A, {+*},,d) satisfying ICA are such that the
underlying algebra (A, {+"},) is a convex algebra. The set of “interpolative” quantitative equations, on
the other hand, have a nontrivial fuzzy relation on variables, which constrains interpretations of x and w
(respectively, y and z) to have distance bounded by € (respectively, bounded by §).

Definition 4.2 [Kantorovich distance lifting] Let (A, d) be a fuzzy relation. The Kantorovich lifting of d
is a fuzzy relation on D(A) (that is K(d) : D(A) x D(A) — [0, 1]) defined as follows, for all p,v € D(A):

K(d)(u,v) = inf Vy(y) where  Vy(7) = > ~(a,b) - d(a,b).
VEL(kv) a,beA

Remark 4.3 Since I'(y, v) is nonempty K(d)(u,v) < oo. Furthermore, since all values vy(a, b) and d(a, b)
are in [0, 1], we have that 0 < K(d)(u,v) < 1. In other words, K(d) is indeed a fuzzy relation on D(A).

Remark 4.4 It is well known (see e.g. [32, p. 68]) that when d is a (pseudo)metric on A then also K(d)
is a (pseudo)metric on D(A). In general, however, K(d) does not satisfy these properties. For example, if
d(a,a) =1 for some a € A, then K(d)(dq,0,) = 1 thus not satisfying the properties of metrics.

Proposition 4.5 Let (A,d) be a fuzzy relation. The map na : (A,d) — (D(A), K(d)), defined as na(a) =
Oa, 18 1-Lipschitz.

Proof. We need to show that K(d)(dq4,0) < d(a,b), for all a,b € A. This inequality is witnessed by the
independent product d, X d,, which is a coupling, and satisfies V;(d, x &) = d(a, b). O

The first result, relating the quantitative theory ICA and the Kantorovich distance, states that the
Kantorovich distance gives a model of ICA, a statement that can be rephrased as a soundness property.

Proposition 4.6 Let (A,d4) be a fuzzy relation and (D(A),{+p}pe(0,1)) be the conver algebra of finitely
supported probability distributions. The quantitative algebra (D(A), {+p}pe(0,1), K(d)) is a model of ICA.

Proof. We know that D(A) satisfies all axioms (idempotency and skew comm. /assoc.) of convex algebras,
and thus it satisfies the corresponding quantitative equations in ICA. It remains only to show that it
satisfies all instances, for p € (0,1) and €,0 € [0, 1], of the interpolative quantitative equation. So assume
t: {x,y,w,z} — D(A) is any 1-Lipschitz interpretation of the variables and denote with p, = (),
fy = t(y), py = t(w) and p, = ¢(2). The 1-Lipschitz property of ¢ amounts to say that K(d)(uy, pw) < €
and K (d)(py, p2) < 8. We need to prove that: K (d) (g +p fiy, thw +p =) < pe+ (1= p)d.



Mio 15-11

By definition of K(d) as an infimum, for any A > 0, we can find couplings v € T'(u,, p) and ' €
I'(fty, p=) such that: Vg(y) < e+ X and Vg(y') < 6+ A. From v and +/, we obtain by Lemma 2.5 a coupling
Yy +p 7/ S F(/J;x +p My, Hw +p ,LLZ) such that:

de
Va(y +p7) < > (pr(a,b) + (1= p)Y(a,b)) - d(a,b) = pVa(y) + (1 = p)Va(y).
a,beA
Hence Vy(y +p ) < ple + ) + (1 —p)(6 + A). Since A > 0 is arbitrary, by taking A — 0 we deduce that
Va(y +p ') < pe+ (1 — p)d. Hence K(d)(pa +p iy, prw +p p1z) < pe + (1 = p)o. O

Recall that given s € Termssy,, (A) a convex algebra term with variables in A we write [s] € D(A) for
the corresponding probability distribution, defined as: [>°7" | pia;) = > ;i Pidaq,-

Corollary 4.7 (Soundness) Let (A,da) be a fuzzy relation and s,t € Termsy, ., (A) be two convex algebra
terms with variables in A. Then the following implication holds, for all € € [0,1]:

ICAFV(A,da).s =t is derivable = K(da)([s],[t]) <e.

Proof. By the properties of the proof system of quantitative algebra, ICA - V(A, d4).s =, t is equivalent to
ICA = V(A,da).s = t. By Proposition 4.6, (D(A), {+p}pe0,1), K (d)) is a model of ICA. The assumption
therefore implies that (D(A), {+p}pe(0,1), K(d)) = (A,da).s =c t. This means that for all 1-Lipschitz
interpretations ¢: A — D(A) it holds that K(da)(¢(s),t(t)) < e. The interpretation g (a — &) is
1-Lipschitz by Lemma 4.5 and, by definition, na(s) = [s] and n4(t) = [t]. Hence K(da)([s], [t]) < € holds.O

The following useful corollary can be also be deduced from Proposition 4.6 and the fact that D(A) is
the free convex algebra on A. It states, using the termilogy established in [27, Def 7.6, that ICA is a
quantitative extension of the theory of convex algebras.

Corollary 4.8 Let (A,da) be a (possibly infinite) fuzzy relation and s,t € Termsy,, (A) be two convex
algebra terms with variables in A. The following are equivalent:

(i) s =t is provable in Birkhoff’s proof system from the axzioms of convex algebras (Definition 2.1).
(ii) ICAFV(A,da).s =t is derivable in the proof system of quantitative algebra by a finite proof.
(iii) ICA FV(A,da).s =t is derivable in the proof system of quantitative algebra.

Proof. Direction (i) = (ii). Following the same argument of Proposition 3.4, the finite proof in Birkhoff’s
proof system of s = ¢ can be translated to a finite proof in the proof system of quantitative algebra of
ICA FV(A,dy).s = t, where d; is the discrete fuzzy relation. The identity substitution o(a) = a, of type
o: (A,d1) — (A,da) is trivially provably 1-Lipschitz, because d; is discrete. Hence we can apply the
substitution rule and obtain the desired judgment ICA F V(A,d4).s = t.

Direction (i7) = (447) is trivial.

Direction (4ii) = (7). Assume ICA - V(A,d4).s =t is derivable. By the soundness of the proof system,
this means that, ICA | V(A4,da).s = t, i.e. for any quantitative algebra A that is a model of ICA, it
holds that A = V(A,d4).s = t. Consider as A the quantitative algebra (D(A), {+p}pe(0,1), K(da)). Hence
t(s) = ¢(t) holds in A for all 1-Lipschitz interpretations ¢ : (A,d4) — (D(A),K(d4)). The intepretation
na(a) = d, is 1-Lipschitz by Proposition 4.5. Hence n4(s) = na(t). Since (D(A),{+p}pc(0,1)) is the free
convex algebra on A, this implies that s = ¢ is derivable in Birkhoff’s proof system from the axioms of
convex algebra. a

Note that the above Corollary (direction (ziz) = (7)) establishes half of what is required to conclude
that ICA is compact. We now proceed showing that the quantitative theory ICA and the Kantorovich
distance are also related by a completeness property (Proposition 4.10 below). Before stating it, we prove
the following useful, purely syntactic, lemma.

Lemma 4.9 Let (A,d) be a (possibly infinite) fuzzy relation. Let e(x) € Termsy, ({z1,...,2n}) be
a convex algebra expression on n wvariables of the form (using n-ary notation) e(x) = > " | piz;. Let
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a = (ay,...,ay) and b = (by,...,by,) be tuples in A. Denote with e(a) and e(b) the expressions (with
variables in A) obtained by substituting x with a and b. Then the following judgment is derivable, by a
finite proof, in the proof system of quantitative algebra:

ICAF V(A,d).e(a) = e(b) where e = Y " | p; - d(a;, b;) .

Proof. By induction on n.

Base case (n = 1): in this case, e(x) = x; and we need to show a finite proof of the judgment:
ICA - V(A,d).a1 =44, p,) b1- And indeed it is simply derivable as an instance of one of the axioms of the
proof system which uses the information provided by the distance d on A.

Inductive Case (n > 1): in this case e(x) = z1 +, €/(x) where the expression €'(x) = >
only involves variables {xa,...,z,}. We need to exhibit a finite proof of the judgment

ICA FVY(A,d).a1 +p, €(a) =c b1 +p, €'(b).
We derive this judgment by taking the following instance of the Interpolation axiom (in ICA):

n Di .
i=2 T—p; Li

w
d(a1,b1)
1
1
1

=N

V( ) T +p Y =p1d(a1,b1)+(1—p1)e W +py 2

N & v 8
e
a3
_ = M

where ¢ =" ufigl)d(ai, b;), and applying the substitution 7 : {z,y, w, 2} — Termsy,,, (A) defined as:

T@)=a 1(y)=¢€(a) T(w)=b  7(2)=¢€(b)
This will yield the desired finite proof, since € = p1d(a1,b1)+ (1 —p1)€e’. The application of the substitution

rule requires showing that 7 is provably 1-Lipschitz, i.e., we need to provide finite sub-derivations of the
two judgments:

ICAFV(A,dy).T(x) =dx (z,w) T(w) ICAFVY(A,da).T(y) =dx (y,2) 7(2)

where dx is the fuzzy relation on {z,y,w, z} used in the instance of the Interpolation rule above.

For the left-judgment we need to derive V(A, d).a1 =44, p,) b1- This, like in the base case, is derivable
by instantiating one of the axioms of the proof system. For the right-judgment we need a finite derivation
V(A,d).€(a) =< €' (b), and this exists by inductive hypothesis. Hence 7 is provably 1-Lipschitz and the
substitution rule can be applied. a

Proposition 4.10 (Completeness) Let (A,da) be a fuzzy relation and s,t € Termsy,,, (A) be two convex
algebra terms with variables in A. Then the following implication holds, for all € € [0,1]:

K(d)([s],[t]) <e = ICAFV(A,d). s =ct is derivable.

Proof.
Let us denote p = [s] and v = [t]. The proof involves two steps:
(i) We first show that for every coupling v € I'(u,v) there exists a finite derivation of the judgmet
ICAFVY(A,d). s =) t, where A = V() specified as in Definition 4.2.
(ii) Since K(d)(u,v) < e by assumption, and K(d)(p,v) = inf, V4(y) by definition, we have that
inf, V(y) < e. We can collect countably many derivations of (Step i) and, by applying the infinitary
rule, obtain a derivation of:

ICAFVY(A,d). s=5t 0 =inf, V4(v)

and from this the desired derivation of (ICA - V(A,d). s =, t) is obtained by applying a weakening
rule of the proof system, since € > 4.

So it remains to outline the details of (Step i). Fix an arbitrary coupling v € I'(i,v). By the defining
properties of couplings, we have that, for all a,b € A:
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pla) =2 peav(asb) v(b) =2 pea(a;b).
This implies that the convex algebra terms s and t can be proven equal (in the theory of convex algebras,
using Birkhoff’s proof system) to the following convex algebra (n-ary) expressions:

s= Y v@b)a= Y aba 1= )b =3 (a,bb.

acA beA a,beA beA acA a,beA

In other words, there is a convex algebra expression e(x) = > v(a,b) zqp, in the finite set of variables
variables {x, | a,b € supp(p) U supp(v)}, such that the following equalities are provable from the axioms
of convex algebras: s = e(a) and t = e(b), where e(a) and e(b) denote the substitutions of each of the
variables x,p in e(x) with a and b, respectively. By Corollary 4.8, these equalities have corresponding
finite derivations of: ICA + V(A,d).s = e(a) and ICA + V(A,d).t = e(b). From lemma 4.9 we obtain a
finite derivation of the following judgment:

ICA F V(A,d). e(a) =y e(b) A=Y ~(a,b)d(a,b) = Va(y) .
a,b

We can combine these three derivations, using a deductive rule of the proof system (Rule 4.j in [27, Def
4.1] called “congruence”), to obtain the desired finite derivation of ICA F V(A,d). s = t. O

Corollary 4.11 The free ICA-quantitative algebra generated by the fuzzy relation (A,d4) is isomorphic
to (D(A)v {+p}p6(0,1)a K(dA))

Proof. As discussed at the end of Section 2.2, the carrier of the free quantitative algebra is Termsy,,, (4)/=
by the relation = of provable equality, and this coincides (by Corollary 4.8), with provable equality in
Birkhoff’s proof system from the axioms of convex algebras. Hence the carrier is (D(A), {+;}pe(0,1)), the
free convex algebra on A. The distance dr of the free quantitative algebra is defined as provable distance
and, by the soundness (4.6) and completeness (4.10) results, it coincides with K (d4). O

We are finally ready to show that the quantitative theory ICA is compact. The statement of com-
pleteness (Proposition 4.10) does not assert the existence of a finite proof. By inspection of its proof
(specifically Step (ii)), this is due to one single application of the infinitary rule. But the following well
known Proposition 4.12, stating that there always exists an optimal coupling v achieving the infimium
in the definition of K(d), ensures that Step (ii) is unnecessary. Hence the statement of the completeness
Proposition 4.10 can be strengthen by stating that a finite proof exists (Corollary 4.13 below). We have
delayed this simple observation, and its consequence, to highlight that the soundness and completeness
results do not depend on the assumption that optimal couplings exist.

Proposition 4.12 Let (A,d) be a fuzzy relation. Then, for every p,v € D(A) there exists an optimal
coupling v, € I'(u,v) achieving the infimum: Vy(v.) = K(d)(p, v).

Proof. By Proposition 2.4, I'(u, v) is a compact topological space and Vy : T'(u,v) — [0, 1] is a continuous
function and, as such, it attains a minimum value (see [9, Thm 4, p. 362]). 0

Corollary 4.13 (Completeness wrt finite proofs) Let (A,d) be a fuzzy relation and s,t €
Termssy,,, (A) be two convex algebra terms with variables in A. Then, for all € € [0, 1]:

K(d)([s],[t]) < e = ICAFV(A,d). s =ct is derivable with a finite proof.
Theorem 4.14 The quantitative equational theory ICA is compact.

Proof. Let ¢ be a quantitative equation and assume ICA = ¢ or, equivalently, that ICA F ¢ is derivable
by a possibly infinite proof. First, if ¢ is of the form V(A, d).s = t, by Proposition 4.8 (iii)=-(ii), ICA F ¢ has
a finite proof. Second, if ¢ is of the form V(A,d).s =, t, By Proposition 4.6 we have that K (d)([s], [t]) <€
and from Proposition 4.13 we have a finite proof of ICA F ¢. a
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5 Analysis of the Proof and Generalizations

In this section we analyze the proof of compactness of ICA (Theorem 4.14) to get general insights and
generalzations. As a result we obtain a family of compact quantitative theories of convex algebras (Theorem
5.3 below) including some interesting examples.

First, by Definition 4.1, the theory ICA includes quantitative equations corresponding to the equations
of convex algebras (“Idempotency”, “Skew-comm./assoc.” ) and quantitative equations of the form:

Interpolative:  V/( )T ApY =Zew,s WAp 2.
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= = = o g
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where @, : [0,1]2 — [0, 1] is the standard convex algebra operation on [0, 1], defined as @,y = pz+(1—p)y.
We highlight with @, the standard operation because, as we discuss later, it is by varying @, that we will
obtain other examples of compact theories.

Second, a lifting method (the Kantorovich distance) is found to map a fuzzy relation (A, d) to a fuzzy
relation on D(A), which is the free convex algebra on A. Crucially, the lifting method is expressed as
an infimum (inf, Vy(vy)) over evaluations (by the function Vy : I'(u,v) — [0,1]) of a family of “witness
objects” (the set I'(u, v) of couplings 7).

Third, the soundness of this lifting method is established (Proposition 4.6 and Corollary 4.7). The key
facts used in the proof of soundness are:

(i) the witness objects (couplings) carry a convex algebra structure, as in Lemma 2.5.
the evaluation V; satisfies the property: Vy(d(py) < d(a,b), to validate Proposition 4.5.

)
(iii) the proof of Proposition 4.6 requires that Vy satisfies: Vy(y 4+, ') < Va(v) ®p Va(y').
)

the proof of Proposition 4.6 requires that the convex algebra operation @, : [0, 1]? — [0, 1] is monotone
(with respect to the standard order on [0,1]) in both arguments. Monotonicity is required to derive,
from the assumptions Vy(7y) < e+ X and Vy(7') < d+ A, that Va(y) @p Va(y) < (e +X) &, (0 + A).

(v) the proof of Proposition 4.6 requires that the convex algebra operation @, : [0,1]? — [0, 1] satisfies:
limy_,o(e + A) ®p (6 + A) < e @) . This property is used to derive Vy(y) &p Va(7') < e P, 0.

Fourth, the completeness of the lifting method is established (Proposition 4.10). The key facts used in
the proof of completeness are:

(i) The proof is based on Lemma 4.9. This lamma is purely syntactic and it states that, given two convex
algebra terms e(a) and e(b) of the same shape, it is possible to iterate the “Interpolative” axioms to
derive a bound € on their distances. Specifically, if e(x) = Y, piz; then € = €, pid(as, b;).

(ii) The proof of completeness is based on the observation that a coupling v € I'(u, v) provides a “receipe”
for rewriting, using the axioms of convex algebras, the two distributions p and v in the same shape
(the convex algebra term e(x)) which allows for the application of Lemma 4.9.

Fifth, and last point, the proof of compactness of Theorem 4.14 uses the finitary completeness Corollary
4.13 which is a consequence of the fact that inf, V() achieves a minimum. This fact is, in turn, proved
using the topological compactness of I'(, v), from Lemma 2.4, and topological properties of V; (continuity)
ensuring that a minimum is always achived on a compact domain.

The analysis suggests a generalization of the results of Section 4 parametric on choices of @, different
than the standard one. In the rest of this section we develop this idea. The main result, stated as
Theorem 5.3, gives a family of examples of compact quantitative theories, including the axiomatisation of
the k-Wasserstein distance, for £ > 1, which was also studied in [22], and the co-Wasserstein distance.

First, we generalize the notion of Kantorovich distance (Definition 4.2) and of ICA (Definition 4.1) to
arbitrary convex algebras ([0, 1], {®;}yc(0,1)) on [0, 1].
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Definition 5.1 [Generalized lifting K®7(d)] Let (A, d) be a fuzzy relation, i.e., d : Ax A — [0, 1]. Denote
with VdEBp the unique (recall that D(A x A) is free on A x A) homomorphic extension of d, defined as:

n n
Vd®p: D(A X A) — [0, 1] Zpi&ai’b” — @pid(ai, bl) .
=1 =1

The @p-lifting of d is the fuzzy relation K®»(d) on D(A) defined as follows, for all u,v € D(A):

K% (d)(u,v) = inf Vior .
(@)= nt V()

Definition 5.2 [Generalized quantitative theory ICA®?] The quantitative equational theory ICA®r is
defined by the union of the quantitative equations “Idempotency”, “Skew-comm” and “Skew-assoc” of
Definition 4.1 and by the “@,-Interpolative” quantitative equations, for all p € (0,1) and €,0 € [0, 1]:

@®p-Interpolative: V( ) TApY Zemys WAp 2

N 8 « 8
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Hence, K(d) and ICA are instances of K(d)®» and ICA®» for the standard convex algebra
([0’ 1]’ {@p}pE(O,l)) on [0’ 1]7 where x DOpy =pr + (1 - p)y~

Theorem 5.3 Let ([0, 1], {®;}pe(0,1)) be a convex algebra on [0,1] such that, for all p € (0,1):
(i) @®p ts monotone: Vx,z',y € [0,1], if v < &’ thenx @py <2’ Gpy andy Gpx <y Py 2/,
() for all,y € [0.1], lim ((z+X) &, s+ V) < 26,v,

_>

then ICA®? is a sound and complete axiomatization of the distance lifting K®». Furthermore, if:
(iii) for alld: Ax A —[0,1] and u,v € D(A), there exists an optimal coupling:
I € T, v). Vd®p (v«) = inf Vd®p (7)
YET (V)

then ICA®? is a compact quantitative equational theory.

Proof. By definition of Vd@” as a homomorphism of convex algebras, it holds that Vd@p (0(apy) = d(a,b)

and Vf" (Y+¢7) = Vd@p (7) @q Vd@p (7). This, together with the assumptions (i) and (ii), ensures that the
proof of Soundness can be carried out. Similarly, using the definition ICA®?, the analogous of Lemma 4.9
can be proved and with it the proof of completeness. Finally, the existence of optimal couplings allows for
the strenthening of the completeness theorem to finite proofs, ensuring compactness. O

For a given convex algebra ([0, 1], {®p},ec(0,1)) on [0, 1], conditions (i) and (ii) are usually straightfor-
wards to verify. For (iii), it is typically necessary to establish some topological property (like continuity

or, more generally, lower semicontinuity [9, §6]) of the evaluation map VdEB” : D(A x A) — [0,1] that
guarantees that the infimum over the compact set I'(u, v) is always achieved (see [9, Thm 4, p. 362]).

Proposition 5.4 (Examples) The following operations @, : [0,1]?> — [0,1], for p € (0,1), satisfy the
azioms of convex algebras (Definition 2.1) and conditions (i-iii) of Theorem 5.3:
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binary version N-aTY VErsion

r®py=pr+(1—-py D, pizi =, pizi the standard operation
T @)y = max{z,y} D, pizi = max{z;}; V-semilattice

TDpy = (p$k +(1- p)yk)% D, pizi = (lele)% for some k >1

Ty =af -yt D, pizi =11, " log-probabilities

Hence, by Theorem 5.3, the quantitative theory ICA®? is compact for all these examples. As already
noted, the Kantorovich distance K (d) (Definition 4.2) is the special case of K%7(d) for z®,y = pz+(1—p)y,

the standard convex algebra operation on [0, 1]. The case @,y = (pz*+(1— p)yk)%, for some k > 1, gives
as K% (d) the Wasserstein k-distance (see [32, Ch. 6]). The case x @),y = max{z,y} gives as K%»(d) the

Wasserstein oo-distance (see [10]). Note that, in this case, the evaluation map VdEB” is not continuous but it
is lower semicontinuous by [9, Thm. 4, p. 362], since it is the supremum of all k-Wasserstein evaluations,
for k > 1, which are continuous. Finally, the case x @,y = 2Py 7P is a distance related to log-probabilities,

since 2Py! =P = exp(plog(x) + (1 — p)log(y)), using the convention log(0) = —oo and exp(—oo) = 0.

6 Conclusions and Future Work

We have introduced the concept of compact quantitative equational theory in the quantitative algebra
apparatus of [27] and proved that the theory ICA of interpolative convezr algebras is compact. This
theory was first studied in [22], under the name interpolative barycentric algebras, in the less general
context of metric spaces and wihtout explictly observing the compactness of the theory. In Section 5 we
have obtained an algebraic generalization: to each convex algebra structure on [0, 1], satisfying certain
regularity conditions, corresponds a compact variant of ICA axiomatizing a variant of the Kantorovich
lifting on probability distributions. We have discussed how some of these variants coincide with well-known
distance liftings, such as k-Wasserstein (also studied in [22]), co-Wasserstein and involving log-probabilities.

Methods similar to those adopted in this paper can be used to prove the compactness of the quantitative
theories of semilattices [22] and of convex semilattices [28]. Both these theories, just like ICA, turn out
to be manageble due to topological compactness reasons. For example, finitely generated convex sets of
finitely supported probability distributions are compact. An interesting direction of future research is to
explore the connection between compactness of quantitative theories and topological compactness.

Our definitions and results have been formulated in the context of the quantitative algebra apparatus
of [27] based on fuzzy relations, but they can be adapted to the same apparatus where generalized metric
spaces (such as metric spaces) take the place of fuzzy relations, as described in [27, §8], or in the quantitative
algebra apparatus of [12] based on arbitrary relational Horn theories.
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