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Abstract

We introduce continuation semantics for both fixpoint modal logic (FML) and Computation Tree Logic* (CTL*), param-
eterised by a choice of branching type and quantitative predicate lifting. Our main contribution is proving that they are
equivalent to coalgebraic semantics, for all branching types. Our continuation semantics is defined over coalgebras of the
continuation monad whose answer type coincides with the domain of truth values of the formulas. By identifying predicates
and continuations, such a coalgebra has a canonical interpretation of the modality by evaluation of continuations. We show
that this continuation semantics is equivalent to the coalgebraic semantics for fixpoint modal logic. We then reformulate the
current construction for coalgebraic models of CTL*. These models are usually required to have an infinitary trace/maximal
execution map, characterized as the greatest fixpoint of a special operator. Instead, we allow coalgebraic models of CTL*
to employ non-maximal fixpoints, which we call execution maps. Under this reformulation, we establish a general result on
transferring execution maps via monad morphisms. From this result, we obtain that continuation semantics is equivalent to
the coalgebraic semantics for CTL*. We also identify a sufficient condition under which CTL can be encoded into fixpoint
modal logic under continuation semantics.

Keywords: coalgebra theory, continuation monad, temporal logic

1 Introduction

Modal and temporal logics are effective tools for specifying the behavior of various kinds of reactive
systems, whose inner states are often invisible from the outside. Verifying specifications over such systems
gives precious insight into how these systems behave, and what they produce in the next step and in the
future.

In recent years, a coalgebraic approach to modelling and verifying reactive systems has shown a lot
of promise, as it allows specification-description languages like coalgebraic modal logics [34,36,44] and
coalgebraic temporal logics [7,8,6,30] to be studied at a high level of generality, and verification techniques
to be developed parametrically in the type of system and specification logic [9].

! Email: kojima@kurims.kyoto-u.ac.jp
2 Email: cc20ecs.soton.ac.uk

Rec’d Apr 3,2025; Pub’d Dec 15,2025  Proceedings Available Online at © R. Kojima, C. Cirstea
10.46298 /entics.16653 ENTICS MFPS 41 Proceedings @@® Creative Commons


https://entics.episciences.org
mailto:kojima@kurims.kyoto-u.ac.jp
mailto:cc2@ecs.soton.ac.uk
https://doi.org/10.46298/entics.16885
https://doi.org/10.46298/entics.proceedings.mfps41
https://creativecommons.org/licenses/by/4.0/

13-2 Continuation Semantics

The technical core of these coalgebraic modal and temporal logics is to interpret the modality using
an (Q-valued) predicate lifting of the branching-type endofunctor B. Such a predicate lifting is given by
a monotone natural transformation of type Q) = QFC) with Q the domain of truth values for the
formulas. This gives a categorical way to lift predicates over the state space to predicates over the set of
“B-computations”, which in turn allows modal formulas to be interpreted over B-coalgebras ¢: X — BX.

Our motivation is to represent these abstract constructs, including coalgebras, their branching types
and the interpretation of the modality, in terms of the more concrete data structure of Q-valued continu-
ations [38,42]. This intuition naturally comes if we transpose the type of the predicate lifting to the form
B(_) = [Q4), 9], which represents a natural transformation from the endofunctor B to the monotone
continuation monad [25,19] K™ = [Q), Q] with answer type €. Via such a natural transformation ¢,
every B-coalgebra c is represented as the K™-coalgebra ¢ o ¢, whose successors are now just monotone
maps, which consume €2-valued continuations over the state space and return their results in 2.

The continuation semantics we propose in this paper interprets modal and temporal formulas over coal-
gebras of the continuation monad. Since we can identify 2-valued predicates and 2-valued continuations,
every K™ = [Q(f), Q]-coalgebra ¢ has a canonical interpretation of the modality given by mere evaluation
of Q-valued continuations with the function ¢(x) at each state x. By this “built-in” interpretation of the
modality by evaluation, the coalgebras of the continuation monad do not only play the role of models
of systems, which coalgebras are conventionally expected to play, but they also carry the information on
predicate liftings at the same time.

K™-coalgebras also come with a natural semantics for (path-based) temporal logics. Conventionally,
coalgebraic models for temporal logics [6,30] require additional data to transform predicates over compu-
tation paths, representing temporal behaviors of system executions, to predicates over the set of states.
When the branching type of systems is described by a monad 7', this additional data is given by a Kleisli
map u € KU(T)(X,X¥) = Set(X,TX%), linking states with their computation paths, usually obtained
as the greatest fixpoint of a monotone operator O over the set K¢(T')(X, X“) (where X represents the
state space). For the monotone continuation monad K™, producing such a fixpoint is an easy task, thanks
to the rich ordered-structure on the set C/(KX™)(X, X*“) inherited from the complete lattice 2. Applying
a general fixpoint theorem, we obtain not only the greatest fixpoint but also the least fixpoint for every
K™-coalgebra. In this way, every K™-coalgebra automatically becomes a model for temporal logic with
the obtained map u € K/(K™)(X, X“) and moreover, the map u provides a canonical interpretation of the
path quantifier, by evaluation of 2-valued continuations with the function u(z) at each state x again.

After seeing several nice properties of K™-coalgebras and continuation semantics over them, a natural
question to ask is whether this semantics is equivalent to the original coalgebraic semantics for modal and
temporal logic. The main technical contribution of this paper is to give a positive answer for this question.

We exemplify this equivalence with two well-known and highly expressive logics, namely fixpoint modal
logic (FML) [31] and (extended) Computation Tree Logic (CTL*) [15]. In the case of FML, we can
incorporate every coalgebraic model as a K™-coalgebra in the same way as aforementioned, via the natural
transformation induced by the 2-valued predicate lifting. The highlight of the proof is to show that the
transferred coalgebra ¢ o ¢ has the same semantic information as the original model ¢. This proof uses the
key observation that every 2-valued predicate lifting for every endofunctor can be decomposed using the
canonical interpretation of the modality, which, as we saw above, is obtained by evaluation.

As for the temporal logic CTL*, surprisingly, the current formulation of coalgebraic semantics is too
restrictive to be equivalent to continuation semantics. This requires us to revisit the current definition of
a coalgebraic model, so that the class of coalgebraic models becomes large enough to match up with the
class of continuation models. Our main modification is that we allow every fizpoint u € K¢(T)(X, X*“) of
the operator Op to constitute a coalgebraic model for CTL*, and we call such a (possibly non-maximal)
fixpoint a T'-execution map. This removal of the maximality requirement might seem a subtle change,
but the origin of this requirement goes back to the study of infinitary trace semantics [27], which to our
knowledge was the first attempt to formalize ever-lasting behaviors of coalgebras.

As a result of this more general notion of execution map, we can show that a monad morphism transfers
execution maps from its domain to its codomain. When applied to our coalgebraic models for CTL*, the
transferred execution map plays a key role for the equivalence of coalgebraic and continuation semantics
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for CTL*.

This paper introduces this novel, continuation-based approach to investigating behaviors of systems in a
concrete and unified way. While the main focus of this paper is to show the theoretical fundamentals of our
approach, we briefly sketch an application of our approach to analyzing the fixpoint characterization [14]
of CTL, which is essential for proving that CTL model checking can be done in linear time.

Our main contributions are summarized as follows.

¢ We introduce the continuation semantics (Def. 3.10, Def. 4.9) for FML and CTL*, where in each case,
the resulting model has its “built-in” interpretation of the modality <, respectively quantifier E, char-
acterized as evaluation of continuations (Prop. 3.11, Prop. 4.10).

¢ We show the equivalence of our continuation semantics and the coalgebraic semantics of these log-
ics (Prop. 3.12, Prop. 4.12). In the case of CTL*, we obtain the equivalence from a general result
relating execution maps for two different monads via monad morphisms (Prop. 4.11).

¢ We show that the minimal and maximal execution maps always exist for both K™ and £*™ (Prop. 5.1),
and thus we can always extend every continuation model for FML to one for CTL* with one of these
maps (Prop. 5.2).

¢ We give a sufficient condition for the fizpoint characterization and a weaker version of it to hold under
continuation semantics (Thm. 6.5).

This paper is organized as follows. Sec. 2 summarizes our conventions and preliminaries. In Sec. 3,
after recalling the coalgebraic semantics of FML, we introduce our continuation semantics and show the
equivalence result. In Sec. 4, we reformulate the coalgebraic semantics for CTL* [6,30] with our novel
notion of execution map, introduce our continuation semantics for CTL*, and prove the equivalence of
the two semantics. In Sec. 5, we prove the existence of the minimal and maximal execution maps for
the continuation monad. In Sec. 6, we analyze the fixpoint characterization result under continuation
semantics.

2 Preliminaries

Throughout this paper, we follow the following conventions.

¢ Every functor treated in this paper is defined over the category Set of sets. We use the letters B for an
endofunctor, and T" or S for monads. A B-coalgebra for an endofunctor B is a map of type X — BX
for some set X. A T-coalgebra for a monad T is also defined by seeing 1" as a mere endofunctor.

» We use the notations YX := Set(X,Y) and [P, Q] for the set of monotone maps between ordered sets.
A function f: X — Y is also represented using lambda notation A\z~.f (z), with the type superscript
sometimes omitted. We denote (_), and (_)*, respectively, the post- and pre-compositions of function.

e We equip every monad T with its monad strength [28, Def. 5.2.9] given by the canonical monad
strength [28, Lem. 5.2.10]: for each X,Y € Set, the canonical monad strength st : X xTY — T(X xY)
is defined by st” := A(z, £)**TY. T(AyY . (z,y))(t).

e We fix a set AP of atomic propositions throughout this paper.

We consider the continuation monad whose answer type is given by a complete lattice (see [5,12,20]
for the further details of Lattice Theory). A complete lattice is a poset Q = (Q,C) with every join (or
equivalently, every meet). Especially, it has the bottom and top elements | = 1 g and T = Tq. In this
paper, we assume a complete lattice is always meet- and join-continuous: for every I € Set and a, b; € 2
for i € I, the equalities a M| |;c;b; = | |;c;aMb; and a U[],c;b; = [;c;a U b; hold. A complete lattice €
is called de Morgan if it equips an involution map —: explicitly, an involution map over €2 is a bijective
monotone map —: £ — Q° for the opposite lattice Q% = (2, C°P) (we will identify =—! = =). The set of
the booleans 2 is an obvious example of de Morgan (indeed Boolean) complete lattice. Another example
is the unit interval [0, 1]: it is a complete lattice with sup as its join and inf as its meet. It also equips a
de Morgan involution by the Lukasiewicz negation —r :=1—r.



13-4 Continuation Semantics

Hereafter, we fix a (possibly de Morgan) complete lattice 2 € Set.

The plain continuation monad K: Set — Set with answer type Q is defined by K(X) = 02" for
X € Set and K(f) = AWCX M h(ko f): KX — KY for f: X — Y. Its monad unit and multiplication
are given by ny = A\ M k(z): X = KX and px = AHX A HORSX h(k)): KKX — KX,
respectively. We also define the monotone and affine sub-monads of the plain continuation monad: recall
that a monad T is affine if its unit n1: 1 — T'1 is an isomorphism.

s The monotone continuation monad K™ is defined by K™ := Q) Q).
 The affine monotone continuation monad K™ is defined by K*™(X) = {h € KX | h(\_.a) = a}.?

We introduce the “polymorphic” symbol K™ to represent both of the two monads K™ and K*™ at once.
This symbol is used in the situations where we want to treat these monads in parallel. We also denote
K™ = K& when we emphasize the answer type (2 of the continuation monad K™.

Example 2.1 When 2 = 2, the monotone continuation monad K4 is called the monotone neighborhood
(MN) monad [21], denoted M. Under the identification of 2% = PX, it is written as MX = {F €
PPX | Fis upward closed}. The MN monad M is used for coalgebraic formulations of the neighborhood
semantics [33,39] of modal logic since M-coalgebras are exactly neighborhood frames.

We next recall the notion of monad morphism between monads S = (S,7°, ) and T = (T, 5", uT),
which plays an important role throughout this paper: a monad morphism is a natural transformation
t: S = T which satisfies the equations n” = con®:Id = T and p’ o170 St = pSo1: SS = T. We call
a monad S with a monad morphism ¢: S = T a T-over-monad. The monad S is called a T-sub-monad if
the monad morphism ¢ is moreover injective. Monad morphisms are compatible with the canonical monad
strength and affineness of monads. The following result comes from the definitions of monad morphism
and affine-ness.

Proposition 2.2 Let v: S = T be a monad morphism.
(i) For each X,Y € Set, the equation st’ o (idx X ty) = txxy © st: X x SY — T(X xY) holds.

(ii) When the monad T is an affine monad, then so is the monad S.

Trivially, the identity natural transformation id: 7" = T is an invertible monad morphism for every
monad T'. The inclusions between the above monads IC, K™, K®™ are also injective monad morphisms.

When € is a de Morgan complete lattice, there is another monad morphism between the affine monotone
continuation monads 5™ and K, induced from the involution —.

Proposition 2.3 If Q is a de Morgan complete lattice with its involution —, the map

By := Ah. Ak ~h(= o k): KERY — K&™Y

for each Y € Set constitutes an invertible monad morphism : K& = K.

Proof. We first see the map By : K&ep Y — KG™Y is well-defined for each Y € Set. The only non-trivial
part is to show Sy (h) is a monotone map for every h € KoY its affine-ness comes immediately. Let
kK € QY with k C k" and h € K35, Y. Tt suffices to see =h(—ok) C —~h(=ok’) by the definition of the map
By . Since k C k' implies k& J°P k' and thus =0k C° =0k, we have h(—ok) C° h(-ok’) by h € Kgop Y.
Thus, we obtain —h(— o k) J° —h(- o k'), which concludes —h(—o k) C —h(—- o k').

The map S being monad morphism, namely, its naturality and compatibility with the monad unit and
multiplication, comes from literal calculation. O

3 The affine monotone continuation monad K*™ is indeed the affine part [26, Def. 4.5] of K™, which means K®™ is
the largest affine sub-monad of the monotone continuation monad.
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3 Continuation Semantics for Fixpoint Modal Logic

In this section, we introduce our continuation semantics for fixpoint modal logic (FML) [31]. First, we
recall the coalgebraic semantics of FML in the same manner as preceding work [44,10], using the categorical
notion of predicate lifting [36] to interpret the modality. We then note the well-known, seemingly folklore
result on the bijective correspondence between predicate liftings and natural transformations into the
continuation monad. From this result, we obtain the canonical predicate lifting for the continuation
monad K™ induced from the identity map. The continuation semantics introduced here uses this the
canonical lifting to interpret the modality. We show the equivalence of coalgebraic and continuation
semantics for FML, using the result that this canonical lifting for K™ decomposes every predicate lifting
for every endofunctor.

3.1 Coalgebraic Semantics for Fizpoint Modal Logic

Modal logic extended with least and greatest fixpoint operators p and v, also called the modal p-calculus,
was first introduced by [31]. We present here its full syntax and negation-free fragment.

Definition 3.1 We define the set uL™, called the full firpoint modal logic (full FML, for short), by the
following grammar:

Oepl s=u|peAP |—p|tt|ff |61 AO2] 601V EO| <000 | pu.O(u) | vu.O(u)

where u is the propositional variable, & and O are the mutually dual modalities, and p and v are the least
and greatest fixpoint operators.

We also define the set uL, called the —-free FML as the set obtained by removing —p and O from the
above set pL7. We often call just FML formulas for the formulas of both uL and pL™.

Remark 3.2 [negation as syntactic sugar] While negation is restricted to atomic propositions in the syntax
of uL™ above, we can define the negation -6 for every uL™ formula 6 by inductively applying the de Morgan
laws and the duality between the modalities <, O and the fixpoint operators p, v: harmlessly, we can assume
the syntactic equivalences =< = O-, -0 = &= and —pu. 0(u) = vu. —0(—u), —vu. 0(u) = pu. —0(—u). Note
that since #(u) has only positive occurrences of the variable u, so has the formula —6(—u). See [17] for
further technical details.

The semantics for FML was originally defined over Kripke frames and later extended to neighborhood
frames [16], each corresponding to Kripke semantics and neighborhood semantics for modal logic without
fixpoints. Both of these semantics are instances of coalgebraic semantics [44,10], which is defined over
B-coalgebras for an endofunctor B with a predicate lifting [36] for B.*

Definition 3.3 Let B be an endofunctor and T be a monad.

(i) An Q-predicate lifting for B is a natural transformation ¢: Q) = QBC) which is monotone with
respect to the point-wise order on QY and QY for each Y € Set.
(i1) A cartesian Q-predicate lifting for T is an Q-predicate lifting which is cartesian as a natural transfor-

mation: a natural transformation ¢: Q) = QTC) is cartesian [1, Definition 3.1] if for each object
X, the equations n* o Ox = idgx: QX - QX and wrolx =0rxolx: 0% 5 QITX pold.

Definition 3.4 An Q-valued coalgebraic model is a tuple (B,<,c¢,L) where B is an endofunctor,
&: 0L = QBL) is an Q-predicate lifting for B, ¢: X — BX is a B-coalgebra, and L: AP — Q¥ is
a labeling function.

4 The original definition [36] of predicate lifting, also employed by [44,10], was restricted to 2-valued case. Our
definition here is slightly more general, in that we allow any complete lattice.
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Definition 3.5 Let (B,<,¢, L) be an Q-valued coalgebraic model. For each pul formula 6 with free
variables w1, ..., Uy, its interpretation [[HﬂﬁB’O) (X )m — QX is defined by:

[wi] %) (k) = k [P)% (k) := L(p),
[tt]B9) (k) := M. T, [F]5) (k) == Ax. L,
[61 A 03] ) (k) = [64](7) (k) 1 [62] P (k) [01 v 65] ) (k) = [62]() () L [62] %) (),
[CO]P) (k) := " o Ox ([0](5) (K)),
[pu. 0(u)]5 ) (k) = pke. [0(u)]5) (k, k), [vu. 0(uw)]P ) (k) == vk. [0(w)]P) (K, k)

for kK = (k1,...,kn) € (QX)m When ) is a de Morgan complete lattice, the interpretation of puL™
formulas is also defined: in addition to the interpretation above, we define

[pI5 9 (k) =0 L(p),  [O0]) (k) = (m), 0 c* o Ox (=0 [O]7) (K)).

3.2 Canonical Decomposition of Predicate Liftings

As mentioned in Introduction (Sec. 1), the following seemingly folklore result® is the starting point of our
investigation for the continuation monad, and heavily used throughout this paper.

Proposition 3.6 Let B be an endofunctor and T be a monad.

(i) There is a bijective correspondence between the following:
(a) a natural transformation B = K™,
(b) an Q-predicate lifting Q=) = QBC) for B.

(ii) There is a bijective correspondence between the following:
(a) a monad morphism T = K™,
(b) a cartesian Q-predicate lifting Q) = QTC) of T.

We only indicate concrete constructions of the first bijective correspondence: the full proof, including
the cartesian case, comes immediately from this construction.

¢ Given a natural transformation ¢: B = K™, the map Ak® . MBY . vy (1) (k): QY = QBY for each Y € Set
gives an ()-predicate lifting for B.

e Given an Q-predicate lifting ©: Q) = QBC) for B, the map MBY . Ak2 . Oy (k)(t): BY = [QY,Q] =
K™Y for each Y € Set gives a natural transformation to ™.

From Prop. 2.2, the bijective correspondence for the cartesian case also applies to the affine monotone
continuation monad K®™.

Proposition 3.7 Let T be an affine monad. There is a bijective correspondence between the following:
(i) @ monad morphism T = KC*™,
(ii) a cartesian Q-predicate lifting Q) = QTC) of T.
The continuation monad K™ has the cartesian predicate lifting induced from the identity.

Definition 3.8 The canonical lifting, denoted A, of K™ = K is the cartesian Q-predicate lifting induced
from the identity natural transformation id: K™ = K™ by Prop. 3.6.

The canonical lifting A of K™ is the most basic one among all Q-predicate liftings of all endofunctors
in that it decomposes every ()-predicate lifting. Below, we formulate the statement for both the monotone

5 The result appears in its partial forms in the literature in different contexts. For example, we can refer to [25,
Proposition 1], [29, Lemma 7] and [4, Proposition 14].
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and affine monotone cases in parallel using the polymorphic symbol K™. Throughout this paper, we will
do similar parallel arguments as long as they are technically harmless.

Proposition 3.9 (canonical decomposition) Let B be an endofunctor, <: Q) = QBC) be an Q-
predicate lifting for B and v: B = K™ be the natural transformation corresponding to <& by Prop. 3.6,

which means 1y = )\tBY.)\kQY.Oy(k:)(t) for each Y € Set. Then, the Q-predicate lifting & for B is
decomposed as

O =1 oN: QL) = QKL o BL)

via the canonical lifting /\: Q) = QK" () of K™ We call this decomposition of the Q-predicate lifting <
the canonical decomposition of <.

Proof. The natural transformation ¢ is decomposed as ¢ = idot: B = K™ = K™ via the identity natural
transformation id of K™. This decomposed natural transformation corresponds to the Q2-predicate lifting
t* o A by Prop. 3.6. Since this correspondence is bijective and the corresponding lifting of the natural
transformation ¢ is & by definition, we have & = 1* o A. O

3.8 Continuation Semantics for Fixpoint Modal Logic

Our continuation semantics for FML is defined as an instantiation of the general coalgebraic seman-
tics (Def. 3.5) with the continuation monad K™ and the canonical lifting A.

Definition 3.10 (i) An Q-valued continuation model is a pair (¢, L) of a K™-coalgebra ¢: X — K™X
and a labeling function L: AP — QX.

(ii) The continuation semantics [_]. of ul, ul™ for a continuation model (¢, L) is defined as [_]. :=
ﬂiﬂﬁKm’A) for the Q-valued coalgebraic model (K™, A, ¢, L).

The key feature of the continuation semantics is that the interpretation of the modality < is given by
“evaluation”, by the definition of the canonical lifting A.

Proposition 3.11 (modality is interpreted by evaluation) Let (¢, L) be a continuation model (¢, L).
For each FML formula 0, we have

[06]. (k) = M. c(a) ([6]c(k)).

The above presentation implies that each K™-coalgebra itself carries both the data of a system and
the lifting of predicates at the same time. This suggests the special status of K™-coalgebras among all
coalgebras with various branching types in giving semantics to FML. Indeed, the following result shows
continuation semantics is strong enough to capture all semantic properties of FML.

Proposition 3.12 (continuation semantics is equivalent to coalgebraic semantics) Let
(B, <, ¢, L) be an Q-valued coalgebraic model.

(i) The pair (tx oc, L) is a continuation model, where v: B = K™ is the natural transformation induced
from the Q-predicate lifting & by Prop. 3.6.

(ii) The interpretations [0],oc = [[9]],(;3’0) coincide for every FML formula 0.

Proof. item i is trivial.
For item ii, the proof goes inductively. The only non-trivial parts are the interpretations of ¢ and

06. Assume [0],0c(k) = [[0]]&3’0)(143) for k € (%)™ as the induction hypothesis. By the canonical
decomposition & = 1* o A of Prop. 3.9 and the definition of the coalgebraic semantics (Def. 3.5), we have

[0O]7 ) (k) = " 0 Ox ([0187°) (k) = ¢ o (& 0 Bx) ([6]E7) (k) = (1x © ) 0 Ax ([yoclk)).
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Since RHS of the above equation is equal to [[OG]]E?Z}A)(I@) = [CO].50c(k) by the definitions of the

coalgebraic and continuation semantics (Def. 3.5, Def. 3.10), we conclude [[OG]]&B’O)(k) = [OO],x0c(k).
We can show the 06 case by a similar calculation. a

Recall that our continuation models are defined as a specific class of coalgebraic models (Def. 3.10).
The above result thus implies that every coalgebraic model is indeed a continuation model and vice versa.

4 Continuation Semantics for Computation Tree Logics

In this section, we formulate the coalgebraic semantics of Computation Tree Logic* (CTL*), mostly in
line with preceding work [6,30] but with some modifications. We first introduce the notion of T'-ezecution
map of a T-coalgebra ¢ for a monad T, which we use to interpret the path quantifier of CTL*. We then
formulate our coalgebraic semantics and continuation semantics for CTL*, whose models have execution
maps as new parameters. We show the equivalence of these semantics using a general result on monad
morphisms and execution maps.

4.1  Execution Operator and Ezxecution Maps

Recall the Kleisli category KC(T') of a monad T on Set (see [32] for details). Its objects are sets and
its morphisms are defined as K¢(T)(Y,Y’) := Set(Y,TY’) for Y,Y’ € Set. The composition ® between
morphisms is defined as f' @ f = poTf o f € KUT)(Y,Y") for f € K¢(T)(Y,Y') and f" € K¢T)(Y',Y").
The identity morphism is defined as ny € KI(T')(Y,Y). The category Set is embedded into the Kleisli
category K/(T) by the identity-on-objects functor J: Set — K¢(T') which maps a function f € Set(Y,Y”)
to Jf =y o f € Set(Y, TY") = KUT)(Y,Y").

The set X“ of paths over a set X € Set can be characterized as the final coalgebra of the polynomial
functor Iy := X x Idget, which we call the path functor. The final ITx-coalgebra map ¢ = ((1,2): X* =N
[y X¥ = X x X% decomposes a path 7 € X¥ into its head (;(7) = mo and tail {;(7) = 77 = M9 - -,
meaning 7 = mor .5 We denote Ix: K¢(T) — K{(T) the Kleisli lifting of the path functor Iy for a
monad 7. Explicitly, it is given by Iy (V) =IIx(Y) = X x Y for Y € Set and IIx(f) = stx,ys o (idx x f)
for a Kleisli map f € K{(T)(Y,Y").

We define an ezecution map of a T-coalgebra as a Kleisli map from its state space to the path space,
which is additionally a fixpoint of a special operator, called execution operator.

Definition 4.1 Let T be a monad and ¢: X — T X be a T-coalgebra.
(i) The execution operator Op.: KI(T)(X, XY) — Kl(T)(X, X*) of the T-coalgebra c is a map defined
by
Orc(u) = J¢ o x(u) ® (st?x o <idX,c>)
for each u € K¢(T')(X, X*). We will omit its subscripts T', ¢ when they are clear from the context.

(ii) A T-execution map, or just execution map, of the T-coalgebra c is a Kleisli map u € K¢(T)(X, X%)
satisfying the equation Or.(u) = u.

(iii) When the homset K¢(T)(X, X*) is ordered, an execution map u of the T-coalgebra c is called the
maximal ezecution map [6] if the map is the greatest one among all execution maps of c. We similarly
define the minimal execution map.

Intuitions behind the definition of the execution operator Or are as follows. Let z € X.

e The value (st?X o(idx,c))(z) = st%X (z,c(z)) € T(X x X) gives the successor ¢(z) with the additional
data of the current state z on its left entry.

6 Here 7, represents the n-th element of a path 7, and 27 € X“ for an element x € X represents the concatenation
of x with .
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e The map Ilx(u) applies the map u only to the successors (the right entry), and does not touch the
current state (the left entry).

e The final part J¢ ! concatenates the unchanged current state with the u-values of successors to produce
an element in 7X%. (Recall that the isomorphism ¢ decomposes a path to its head and tail.)

The equation O .(u) = u implies directly applying the map u to the current state x is the same as applying
the map to its all successors and then combining them as above.

Example 4.2 When T = P, a P-coalgebra ¢: X — PX and a map u: X — PX* induce
(stk x o (idx, ) (2) = {(x,2") [ 2/ € c(x)}, Tx(u)(z,2") = {(z,7') | 7" € u(a’)}, JCH(z,7') = {an'}.

The execution operator Op . can be calculated to Op .(u)(z) = {zn’ € X¥ | 2’ € ¢(x). 7’ € u(a’)}. The
maximal P-execution map is well-known to be [27,43]

z—u(z) ={r e X¥|n(0) =2 and Vn € w.m(n+ 1) € ¢(n(n))}.

The minimal P-execution map is the trivial one: A_ .. When we replace the powerset monad P with the
non-empty powerset monad P+, the maximal PT-execution is known to be the same as above [30].

Once defined abstractly, we now give a concrete formula to calculate the execution operator with only
the defining data of a monad. The following formula follows from the definition of the canonical strength
map and applies to every monad on the category Set.

Proposition 4.3 Let T' be a monad and c: X — T'X be a T-coalgebra. The execution operator O, can
be calculated to Opc(u) = Ax. T (M. a7) ((pxw o Tuo c)(x)) for each u € KUT)(X,X¥) = Set(X,TX%).

Remark 4.4 The execution operator Op defined here is just a specialization of the defining operator
to obtain the more general coalgebraic notion of mazimal trace or infinitary trace [27,43], which was
introduced to capture “ever-lasting” behaviors of T'F-coalgebras with a monad 7" and an endofunctor F
under a distributive law between them. A more restricted version of maximal trace, where the endofunctor
F' and distributive law are fixed to a polynomial functor and the canonical distributive law, appear under
the name of mazimal execution map [6]. While our definition of execution map is in line with these
preceding definitions, it differs from them in that we allow every fixpoint of the execution operator. The
modification is technically harmless in the formulation of coalgebraic semantics for CTL* of this paper
(and also that of preceding work [6,30]). Moreover, our results are more clearly stated under this extended
setting, as we will see in the later sections.

4.2 Coalgebraic Semantics for Computation Tree Logics

Computation Tree Logic (CTL) and its two-sorted extension CTL* were introduced in [13] and [15],
respectively. We here present the —-free and full versions of both of these logics.

Definition 4.5 We define the pair (sLipp«, PLapp+) of sets, called the full extended Computation Tree
Logic (full CTL*, for short), by the following (mutually inductive) grammar:

Y €Ly n=p € AP | —p [ tt | fF [ b1 Aaba | b1 Vb | Ep | A,
@ EpLopr ==ttt [fF o1 Apa| 1V | Y| Xe | paUpr | p1Wes

where E and A are the mutually dual path quantifiers. The —-free CTL* is defined as the pair
(sLcrrx, PLeTr+) of sets obtained by removing —p and A from the above set sLop; . We call the formulas
of sCorrs /sLipy - and pLorr /PLETy«, respectively, state formulas and path formulas.

We also define the (strict) subset Lo, € sLGp s, called the full CTL by the following grammar:

Ve Lory, ==p € AP | —p | tt | ff | oy Aaho | Y1 Vg | EXep | E(p2Un) | E(101 Wapo)
| AXep | A(2Ur) | A(1Waps).
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The —-free CTL Lot € sLotr+ i also defined similarly to the —-free CTL*. We just call CTL formulas
for both formulas of the —-free and full CTL.

Remark 4.6 As a similar remark to the full FML, negation for the full CTL* and CTL can be extended
to all formulas in an inductive manner, via the duality between E, A and U, W.

In our coalgebraic semantics for CTL*, models have the additional data of an execution map.

Definition 4.7 An Q-valued temporal coalgebraic model is a tuple (T, <, ¢, L,u) which consists of an Q-
valued coalgebraic model (Def. 3.4) (T, <, ¢, L) with a monad 7" and a cartesian Q-predicate lifting <, and
additionally a T-execution map u: X — T X% of c.

Definition 4.8 Let (T, <, ¢, L,u) be an Q-valued temporal coalgebraic model. For each sLorr+ formula
v and pLcrr+ formula ¢, the interpretation (]wD(T’O’u) c QX and (p [)(T’O’u) € QX" are defined by:

(p)"™ = L(p),
() oW = e T, (fF) ") = Az L,
(n AT = (a0 1 (o), (1 v 2) 00 = ()50 L (o) O,
(E D T.00u) . 4% o O xw ((] D((:T,O,u))
for state formulas and
(tt) ) o= A7 T, (FYTO = Arr. L,
(] 01 A 0o (T,0,u) — (]901[)(T ,Ouu) M (]QD DgT,<>,u)7 (]901 V; SOZD(T,O,u) — (190 (T,0,u) L (](PQD(TQ w)

c c 1
@0 = G (), X)) = G

)
)¢
(W20 = g () U (@) 11 (G () ),
1 Wasa) T = v Q) T 1 () T U (G (w)))

for path formulas. When 2 is a de Morgan complete lattice, the interpretation of sL:p; « formulas is also
defined: in addition to the interpretation above, we define

() =m0 Lip), (AEEO i= (2), o' 0 O (20 (2)O),

The interpretations of Loty and Loy, are defined by restricting that of sCoprs and SLGpyp «.

We can also explicitly write down the interpretation of the operators X,U,W: we have

Xy = A (@)e(m), (WUl = A Upey (e (2)E(r )) (1)e(mn) and  (L1Weh)g =
AT [ hew (|_|m<n(]z/11[)g( )) (2)%(m,) for state formulas 1), 101,12. © This abstract semantics recovers the
classical Kripke semantics of CTL* when we employ the maximal execution map presented in Example 4.2.
See [6,30] for details.

4.8 Continuation Semantics for Computation Tree Logics

The continuation semantics for CTL* is also a restriction of the coalgebraic one (Def. 4.8) for this logic.

Definition 4.9 (i) An Q-valued temporal continuation model is a tuple (¢, L,u) where (¢, L) is an Q-
valued continuation model and u: X — K™X% is an execution map of the K™-coalgebra c.

" Note that we have (; o(a(m) = (7)o = 71 and that the meet and join operations are continuous over the complete
lattice €2, since we assumed §2 to be always meet- and join-continuous.
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(ii) The continuation semantics (_)¢ of CTL* (and CTL) for an 2-valued temporal continuation model
(¢, L,u) is defined as (_)¥ := (_ D&Km’A’“) for the 2-valued temporal coalgebraic model (K™, A ¢, L, u).

c

The interpretation of the quantifier E is explicitly calculated by the definition of the canonical lifting
A (Def. 3.8), which is again given by evaluation of continuations.

Proposition 4.10 (quantifier is interpreted by evaluation) Let (¢, L,u) be a temporal continuation
model. For each path formula ¢, we have

(Ehe = Az u(z) ((¢De)-

The following result, stating that monad morphisms transfer execution maps, is crucial for proving the
equivalence of the continuation and coalgebraic semantics for CTL*.

Proposition 4.11 (monad morphism transfers execution maps) Let S,T be monads with a monad
morphism 1: S = T, and ¢: X — SX be an S-coalgebra. We assume that the homset KU(T)(X, X¥) is a
poset with an order T and the execution operator O, .. of T-coalgebra tx o c is a monotone map with
respect to this order . Then, we have the following:

(i) The set KU(S)(X, XY) equips the preorder T, defined as: for each u,v € K(S)(X, X)), u T, v holds
if tou T vowv holds. This preorder T, is a partial order if v is an injective monad morphism.
(ii) The ezecution operator Ot oc Testricts to Og. on the homset K¢(S)(X, X¥):

OT,LXOC
—

KUT)(X, X*) KUT)(X, X*)
(exw). ] (exe). T (1)

KH(S) (X, X)) 2555 Ka(S) (X, X)

and Og. is a monotone map with respect to the induced order C,.

(ili) A map v € KU(S)(X,X*) is a pre/post-firpoint of Og. if and only if txe ou € KUT)(X,X¥) is
a pre/post-fixpoint of Ot oc. Moreover, a map u € KU(S)(X, X%) being a fixpoint of Og. implies
txe ou € KUT) (X, X¥) being a fizpoint of Or,oc. The converse also holds when v is an injection.

(iv) If u is an S-execution map of ¢, the map txw» ou is a T-execution map of Lx o c.

Proof. item i is straightforward.

item ii follows from the following diagram (we here erased obvious subscripts for readability): given
u € KU(S)(X, X¥), we have

T (idx (vou)
( ) T(X x TX*YS TT(X x X*) 5 T(X x X¥)

/ 1

. T(X x SX¥)  S(X x TX%) % ST(X x X¥) .

s (iax (Lou)NdX L)T SLT s

S(X x SX¥)I G(X x X¥) 5 S(X x X¥).

X xTX ™S T(X x X)

X' ¥ X 85X x X)

Note that the top and bottom path of the above diagram are Op o, (u) and ¢, 0 Og(u), respectively. Most
squares in the diagram follows immediately from naturality of ¢ and st®,st”. Recall that the strength of
the T-over-monad S is inherited from that of T Prop. 2.2 (i.e. st” o (id x t) = ¢ o st¥). The right-most
square comes from the definition of monad morphism.
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For item iii, if u is a post-fixpoint of Og, ¢ o uw is immediately a post-fixpoint of Op from item ii.
Conversely, if ¢ o u is a post-fixpoint of Op, We have tou C Op(rou) = 1o Og(u) by diagram 1 in item ii.
Thus, we conclude u C, Og(u) by the definition of the induced order C, of item i. The pre-fixpoint case is
treated similarly. For the fixpoint case, since a fixpoint is both post- and pre-fixpoint, the above argument
implies that ¢ow is a fixpoint of O ,o.. The converse is also true if the induced order C, is a partial order.

Finally, item iv immediately follows from item iii. a

When applied to K™-over-monads, this result enables us to transform every temporal coalgebraic model
to a temporal continuation model.

Proposition 4.12 (continuation semantics is equivalent to coalgebraic semantics) Let
(T, <O, ¢, Lyu) be an Q-valued temporal coalgebraic model.

(i) The tuple (tx o ¢, L,ixw o u) is an Q-valued temporal continuation model, where v: T = K™ is the
monad morphism corresponding to the cartesian Q-valued predicate lifting <.

Lxwou (] DgT,O,u)

(ii) The interpretations (_),xoc = coincide for every CTL* formula.

Proof. For item i, since ¢ is a monad morphism, ¢x« o u is an execution map of the K™-coalgebra vx o ¢
by item iv of Prop. 4.11.
For item ii, the proof goes inductively. The only non-trivial part is the interpretation of Ey: the Ay

case goes similarly. Assume (p));Xoc" = (]go[)ET’Q’u) for a path formula ¢ as the induction hypothesis. The

decomposition & = * o A of Prop. 3.9 and the definition of the coalgebraic semantics (Def. 4.8) induce
(Ep)"> = w0 O xw () T)) = u* o (15w 0 Axw) (()) = (1xw 0 w)™ 0 Axw (le)iXs™).
Since RHS = (]E(pDEiZIC’A’LXW ou) _ (E@)iXoe", we conclude (]Ego[),(;T’O’u) = (Ep). o O

5 Minimal and Maximal Execution Maps for the Continuation Monad K™

In this section, we further investigate the K™-execution maps and continuation models.
The first result is the existence of minimal and maximal K™-execution maps.

Proposition 5.1 (minimal and maximal K™-execution map) (i) Let ¢: X — K™X be a K™-
coalgebra. The execution operator Ogm .: KO(K™)(X, X¥) — K{(K™)(X,XY) for the continuation
monad K™ is given by

Okm ¢(u)(z) = A c(x) <)\yX. u(y) ()\ﬂ'Xw . w(:mr))) .

This operator is a monotone map with respect to the point-wise order on K{(K™)(X, X*) induced from
the answer type lattice €.

(ii) The minimal and mazimal K™-execution maps exist for every K™-coalgebra.

Proof. item i follows from the formula Prop. 4.3. The monotonicity of the operator Okm . follows from
c(x) € K®X for each z € X.

On item ii, let ¢ be a K§-coalgebra. Since the Kleisli homset K/(K™)(X, X%) becomes a complete
lattice with the point-wise order induced from the order on {2, we can obtain the least and greatest
fixpoints of Okm . by the Cousot-Cousot fixpoint theorem [11]. Note that while the bottom and top
elements of K(K™)(X, X¥) are given by A_.A_. Lg and \_.\_. Tq, those of K/(K*™)(X, X*) are given
by A_.dw. [ ] cxe w(m) and A_. Aw. | | ¢ yo w(m), respectively. O

By Prop. 5.1, we can always extend every continuation model for FML to one for CTL*.

Proposition 5.2 Given an Q-valued continuation model (¢, L), we have the temporal continuation models
(¢, L, pOkm ) and (¢, L, vOkm ), which we call the minimal and maximal models induced from (c, L).
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This result is useful when applied to coalgebraic models, giving a method of extending them to temporal
models. The following result follows from Prop. 5.2 and Prop. 3.7.

Corollary 5.3 Let (T,<,¢, L) be an Q-valued coalgebraic model where < is a cartesian predicate lifting
and (tx o ¢, L) be the induced continuation model, where v is the monad morphism induced from <. We
denote ¢’ := 1x oc. For every T-execution map wu, the minimal model and the maximal model induced from
(c, L) approzimate the temporal coalgebraic model (T, <, ¢, L, u):

:U‘O m ¢/ 7,0 vO m ¢/
(]—Dc/ “ E (]—DE ’ 7U) E (]—Dc’ “ .
Note that: even if there does not exist any T-execution map and thus any temporal coalgebraic model
extending (7', <, ¢, L), we always have the minimal and maximal models induced from (¢/, L). This gives
a practical merit of transforming coalgebraic models to continuation ones in interpreting temporal logic.

Example 5.4 [the 2-valued powerset monad and its affine part] For a given monad, finding its execution

map is often non-trivial. For example, consider the Q-valued powerset monad T = Q(-) [40], whose affine
part [26] is given by T®,Y = {k € T?Y | ey k(y) = T} for each Y € Set. The monads T and T,

represent Q-weighted branching and its serial variant, as P = T2 and Pt = T2, represent non-determinism
and serial non-determinism. It is not hard to see the existence of the minimal and maximal T®-execution
maps: we can use the Cousot-Cousot fixpoint theorem to obtain them. However, these maps do not
necessarily restrict to T,-execution maps for a T%,-coalgebra ¢, as the minimal P-execution map \_. L
does not restrict to a Pt-execution map (Example 4.2). The existence of T%,-execution map non-trivially
depends on the structures of both the lattice 2 and given coalgebras.

Now, we apply our extension method to the monad T%,. First note that the monad T is a K™-
over-monad. Indeed, from T%1 = Q by its definition, we have the Eilenberg-Moore algebra pq: T9Q =
TET?1 — T91 = Q. The Eilenberg-Moore algebra p; induces a monad morphism (#1: T = K™ in a
canonical manner [25, Proposition 1]. This monad morphism also restricts to the affine part /#1: T, =
K™. Hence, by Cor. 5.3, we obtain the under-/over-approximation of T, -execution map in the Kleisli
category KL(IC*™) for every T%,-coalgebra c via transferring ¢ to the K®™-coalgebra "1 o c. Cor. 5.3
implies that these approximations behave as if they were the real minimal and maximal T%,-execution
maps of ¢ in interpreting CTL* formulas.

6 Weak Fixpoint Characterization under Continuation Semantics

In this section, we investigate a classical semantic property of CTL called fixpoint characterization [14],
stating that CTL formulas can be encoded into FML in a way which preserves their semantics. This
property is crucial for the model-checking efficiency of CTL: the resulting fixpoint formulas do not contain
any alternation of least and greatest fixpoint operators, and so their semantics can be computed in linear
time in the formula size. We examine the conditions for the following encoding € to preserve continuation
semantics. Throughout this section, we consider only the affine monotone continuation monad K&™.

Definition 6.1 We define the fizpoint encoding € of the full CTL LZ; into the full FML pL™ by

( )= e(-p) :== —p,
bb) := €(P1 % o) := €1 % €xo,
( 1/1) = <> e(AX) = O(eph),
( ngw1)> — 61/11 V (e2 A Ou), 6<E(1/J1W1/12)> = vu. e A (e V Ou),
6( (1/12U1/)1)) = pu. ey V (e A Ou), e(A(¢1W¢2)> = vu. ey A (e V Ou)

where bb € {tt, ff} and x € {A, VV}. The fixpoint encoding of the —-free CTL Lc7y, into the —-free fixpoint
modal logic puL is defined as the restriction of the encoding € to the subset LcoTr,.
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To facilitate the later statements, we introduce the following notations.

Definition 6.2 Let ki, ko € QX. We define the continuous operators (I)}cjhkz’ @Z\{M: QX - QX and the
monotone operators \IJILeJl,kQ’ \11\12\1/7,{2: QX — QX by, for each w € QX° and k € Q¥,

@}317,{2 (w) := Am. ky(mo) U (k‘z(ﬂ‘o) M w(7r+)) @X\f’kQ (w) := Am. k1(mo) M (kg(ﬂo) U w(7r+))
WP 4, (k) = Az ky(2) U (ko () Me(z) (k) P (k) = Ax ki (2) 11 (ko (2) U c(2) (k).

Under these notations, we can write down

(BoUnDe = 1 Wi pu g (BorWepal = v D e o
[k 01V (B2 A K)o = 1 @yq. [0s]. [vk. 61 A (62 V E)le = v O 1. 10,1,

for FML formulas 61, 6> and CTL formulas 11, 1s.
The following additional property of K*™-coalgebras and their execution maps plays a crucial role in
the proof of fixpoint characterization.

Definition 6.3 (i) Let Y € Set. A map h € K*™Y is constant-linear if the equations
rOyY .ank(y)) =anh(k)  h\yY.aUk(y)) = al h(k)

hold for every a € Q and k € QY.

(ii)) A K*™-coalgebra c: X — K*™X is constant-linear if the successor ¢(z) € K*™X is constant-linear
for every x € X. Similarly, we say an execution map u: X — K*™X% of a K*™-coalgebra is
constant-linear if its values are all constant-linear.

Even if a *™-coalgebra is constant-linear, this does not necessarily imply that so are all of its execution
maps. Nonetheless, the minimal and maximal execution maps always inherit constant-linearity from
coalgebras.

Proposition 6.4 Let c: X — K*™X be a constant-linear K*™-coalgebra. The minimal and mazximal
execution maps Oxam . and vOjcam . of ¢ are constant-linear.

Proof. Since the minimal and maximal execution maps ©O and vO for the execution operator O = Ojcam .
of the monad K®™ are obtained as

po= || o°(A_.1), vO= [] O"(A_.T)
~€0rd ~€0rd

by the Cousot-Cousot fixpoint theorem [11], we can show the statement by the transfinite induction. We
here see the join case for the maximal execution vO.
For the base step, since O°(A_. T) = Az. Mw. | ], ¢ yo w(m), we have

O°_. @) (anw)= | | anw(m) =an | | w(r)=an0’(\_.T)(x)(w)

TeEXW TEXW

for each z € X, w € QX" and a € Q. For each successor ordinal x 4 1, assume O®(\_. T)(z)(a NMw) =
amO"(A_. T)(x)(w) for every z € X, w € QX" and a € Q. By item i of Prop. 5.1, we have

O (A_. T)(x)(aMw) = O(0")(A_. T)(x)(aMw)
= c(z) ()\y, O "(A_.T)(y) ()\7T. all w(:mr)))
= c(2) (M- 0" (0. T) () (A M w,(m)) )
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where we denote w, = Am.w(xm). By applying the induction hypothesis to this w, € QX*, we obtain

OO\ T (@) (aMNw) = e(z )()\y 0" (A_. T)(y) (M. a Mwg( w)))
= c(2) (M- a 10" (A T)() (M- wa (m)) )
)
).

alc(x) </\y O"(A_. T)(y) (M. w:f(”)))
=an OO . T)(2)(w

Here, we used c¢(x) being constant-linear. Finally, for each limit ordinal A, assume O®(A_.T) is constant-
linear for every ordinal x < A. Under this induction hypothesis, we conclude

O*A_. M@)(aNw)=[]0"(_. T)(@)(aNw) = [ ]anO"(A_. T)(z)(w) =an [ | O"(A_. T)(z)(w)

K< K<A K<A

for every 2 € X, w € Q" and a € Q. Since [],_,0%(A_.T) = O*A_.T), we finally obtain
O M. T)(z)(aNw) =anOMA_. T)(z)(w). O

The fixpoint characterization result (item ii below) and its weaker version (item i below) of CTL under
continuation semantics hold under the constant-linearity assumption.

Theorem 6.5 ((weak) fixpoint characterization for CTL) Let (¢,L,u) be an Q-valued temporal
continuation model with constant-linear maps ¢ and u. Let ¢ be a CTL formula.

(i) When the execution map u is constant-linear, the following equality and inequalities hold for the
fizpoint encoding € (Def. 6.1).
(a) If the formula 1 does not contain the symbols U nor W, the equality (V) = [ey]. holds.
(b) If the formula v contains only the symbol U, the inequality ()& 3 [e]. holds.
(c) If the formula v contains only the symbol W, the inequality ()% C [ey]. holds.

(ii) Moreover, the inequalities above become equalities if the inequalities

U U W
Az u(@) (1 Py o) M Ve ofernde AT @) (VP o) TV L], fevial,

hold for 1-sub-formulas 11, o. Here, the operators ¥V, W and ®Y, ®W are as in Def. 6.2.

Remark 6.6 [applicablility of weak fixpoint characterization] We expect our weaker version of the fixpoint
characterization (item i of Thm. 6.5) still has several practical values. When one uses the logic CTL as
a specification-description language, the verifier is often concerned with not only the precise evaluation
but also with “under-approximations” of one’s desired specification. Our weaker result (item b) implies
liveness properties can be approximated by fast fixpoint-based algorithms, which can terminate in linear
time in the number of sub-formulas of the specification in question.

We can also use the condition in item ii as criteria to make an efficient choice of execution map with
respect to one’s objective system. When one luckily finds a join/meet-continuous execution map, our result
guarantees verification of liveness/safety properties to be calculated in linear-time. Even when it is difficult
to find such a well-behaving map in lattice theoretic terms, there is still room for ad-hoc approaches for
specific systems or arranging the system itself to fit with the specification.

As a special case of Thm. 6.5, the minimal and maximal models (Prop. 5.2) with constant-linear ¢
always enjoy the weak fixpoint characterization by Prop. 6.4.

Proposition 6.7 For every Q-valued continuation model (¢, L) with constant-linear ¢, the minimal and
mazimal models (¢, L, pOam o) and (¢, L,vOxam o) enjoy the weak fixpoint characterization.
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Example 6.8 When the lattice © is the booleans 2, every Kg'"'-coalgebra for the affine monotone contin-
uation monad 5™ can be easily checked to be constant-linear. Thus, Prop. 6.7 implies that the minimal
and maximal ones of 2-valued temporal continuation model enjoy the weak fixpoint characterization.
Moreover, we can show that the maximal model also satisfies the inequalities in item ii of Thm. 6.5 and
thus enjoys the (full) fixpoint characterization. The proof for this fixpoint characterization result goes
essentially the same as that of Alternating-time Temporal Logic [2].

We show Thm. 6.5. The core parts of the proof are the following facts.

Lemma 6.9 Let c: X — K*™X be a K¥™-coalgebra, u: X — K*»™ XY be an execution map of c.

(i) For every k € QX and x € X, we have
u(z)(Am. k(mo)) = k(x) and u(z)(Am. k(m)) = c(x) (k).

(ii) Assume the maps ¢ and u are moreover constant-linear. Then, for every ki, ks € QX we QX and
x € X, we have the equations

P Qu(y)(w)) = w(@) (RF, 4, (w), T 0 (yu(y)(w)) = u(@) (D 4, (w))

where the operators WY, UW and &Y, ®W are the ones defined in Def. 6.2.

Proof. We denote O := Ogam .. Since u is an execution map of ¢, the equality v = O(u) holds. Thus,
the first equation of item i follows from the following calculation:

u(x)()\ﬂ'.k(ﬂ'o)) = O(u)(x )()\71' k:(Trg))

c(x) Ay u(y) (M. (A k(m)) (7")))
c(z) (\y- u(y) (M k()

k(z)

where the last transformation comes from the affineness of ¢ and u. The second equation of item i comes
from the equality u = O(u) and also the first equation of item i:

u(z) (M. k(m)) = O(u)(z) (Ar. k(m1))

We next show item ii only for the U case, since the W case is its dual. We just denote ¥ := ¥y Ky k, a0
P .= (I>k1 y, here. For each z € X and w € 0% we have
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Proof. [Proof of Thm. 6.5] We first show item a: the equality ()¢ = [e]. for the formula 1) which does
not contain the symbols U nor W. The proof goes by induction. When the formula v is an atomic predicate
or boolean expression of sub-formulas, the above equality immediately follows from the definition of the
fixpoint encoding € (Def. 6.1) and the first equation of item i of Lem. 6.9.

For the case ) = EX¢’, the induction hypothesis asserts (¢')% = [er)'].. Let z € X. By the definition
of (L)% (Def. 4.9), we have (EX¢/)%(z) = uw(z)((X¢)¥) = u(x)(5 o (F((¥')4)). Since we have ¢ o
G = M (@)4(¢G o Go(m)) = A ()¥(m1) by the definition of the final ITx-coalgebra map ¢, we
obtain ()%(z) = u(x)(Ar. (¢')%(m1)). Finally, by the induction hypothesis (¢/)¢ = [e¢']. € QX and the
second equation of item i of Lem. 6.9 of Lem. 6.9, we conclude

(EXy)E (z) = u(z) (Ar. (@) (m1)) = u(@) (A [ ]e(m1)) = e(@)([er]e) = [O(et)]e(@) = [e(EXY)]e(x).

Next, we prove item b for the U case by induction: the proof for the W case is obtained dually. Since
we have seen the inequality (indeed equality) ()% 2 [e]. for each CTL formula ¢ without symbol U,
it suffices to show the inequality ()¢ 3 [ey]. for the CTL formula 1) = E(1)2Ut1) under the induction
hypotheses (¢1)¢ 3 [ey1]. and (¢2)¥ 3 [era]e. Let us denote k; := ()% and k] := [ey;]. for i = 1,2.
Using the operators defined in Def. 6.2, the inequality in question amounts to

Az u(a)(pu (bgl,kg) myy ‘I’gg,k; (2)

for k;, k} with k; J k. for i = 1,2.

Since the operator ‘112_’,1 K is a monotone map over the complete lattice 2%, we can use the Knaster-
Tarski fixpoint theorem [41], which implies “‘I/g’l,k; is the least one among all the pre-fixpoints of the
operator \IIILCJ,1 L Thus, to see inequality 2, it suffices to show that LHS of inequality 2, Az. u(z) (u @,ghb),

is a pre-fixpoint of \Iig, i - This can be seen the following calculation, using item ii of Lem. 6.9,
1272

\Ilg’l,ké (x\:v. u(z)(p @glvk2)> = Az.u(x) (CIJ}CJ,I’,C/Q (1 @217,{2)) C A\z.u(x) (@ghb (1 @,5’17,62)) = Az u(z)(p @gl’b).

Here note that @gl k, 18 monotone with respect to ki, k2. Thus, we conclude LHS of inequality 2 is a
pre-fixpoint of \Ilg/ i » and thus we have LHS £ /L\I’}CJ/ w» = RHS.
1°72 1:Mo

item ii immediately follows from item i: the inequalities in item ii, combined with inequality 2 (and its
dual) imply ()% = [ey]. for the CTL formulas ¢ = E(¢2U1) and ¢ = E(1);W1)2) under the induction
hypotheses (1)% = [eyn1]. and (P2)¥ = [ero].. O

7 Conclusion

We have shown how continuation semantics can be used to unify modal and temporal coalgebraic logics
whose domain of truth values is a complete lattice. One advantage of this unified perspective is that, in
contrast to coalgebraic models, modal continuation models can always be extended to temporal ones using
either maximal or minimal execution maps. (The difficulty in finding maximal trace/execution maps for
monads seems to be the main reason why few concrete examples of execution maps are known.) Addition-
ally, while the category-theoretic perspective to modelling reactive systems has the benefit of uniformity,
a lattice-theoretic perspective has the potential to ease the development and analysis of verification al-
gorithms, as witnessed by work in [24,3]. Our continuation-based approach can utilize both of these two
perspectives.

Our continuation semantics casts new light on non-commutative aspect of formal verification, which
seems to be less investigated in both the classical and meta-theoretic/coalgebraic frameworks of verification.
Indeed, practically important properties like model-checking efficiency are not restricted to commutative,
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or concurrent, settings like non-deterministic and probabilistic ones, as we observed in our (weak) fix-
point characterization result under continuation semantics. Existing coalgebraic formulations of formal
verification potentially encompass non-commutative settings by considering non-commutative monads like
continuation monads as their instances, but it is rather rare that such non-commutative monads are treated
as main subjects, or even as examples, of the formulations. We will further clarify to what extent com-
mutativity should be assumed in various results and constructions of verification techniques, and what
methods can be applied to non-commutative systems modelled as coalgebras of continuation monads.

As a concrete direction of our future work, we will elaborate on concrete sub/over-monads of contin-
uation monads for complete lattices other than the boolean one, like the expectation monad [29] and the
Q-powerset monads, and execution maps that are neither minimal nor maximal. For the latter, we believe
a finer hierarchy of execution maps could be used to account for additional types of temporal behavior,
beyond the extreme cases of finite and infinite traces. For example, we expect this hierarchy would capture
coalgebraically formulated memory-full/memory-less strategies of alternating 2-player games [37].

Another future direction is an extension of continuation semantics to dynamic logics like PDL [18] and
Game Logic [35]. This extension comes naturally when we consider many-sorted systems, or “computa-
tions”, instead of (single-sorted) systems. We expect our continuation semantics can be defined in the
same manner also over these many-sorted models, and would yield semantic equivalence to coalgebra-based
semantics for dynamic logics [23,22]. By this extension, we hope to provide a unified framework for both
system verification based on temporal logics and program verification based on dynamic logics, such as
categorical Hoare logic [1].
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