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Abstract

Modern programming frequently requires generalised notions of program equivalence based on a metric or a similar structure.
Previous work addressed this challenge by introducing the notion of a V-equation, i.e. an equation labelled by an element
of a quantale V, which covers inter alia (ultra-)metric, classical, and fuzzy (in)equations. It also introduced a V-equational
system for the linear variant of A-calculus where any given resource must be used exactly once.

In this paper we drop the (often too strict) linearity constraint by adding graded modal types which allow multiple uses of
a resource in a controlled manner. We show that such a control, whilst providing more expressivity to the programmer, also
interacts more richly with V-equations than the linear or Cartesian cases. Our main result is the introduction of a sound and
complete V-equational system for a A-calculus with graded modal types interpreted by what we call a Lipschitz exponential
comonad. We also show how to build such comonads canonically via a universal construction, and use our results to derive
graded metric equational systems (and corresponding models) for programs with timed and probabilistic behaviour.

Keywords: A-calculus, graded modal type, quantitative equational theory, enriched category theory.

1 Introduction

This paper tackles the challenge of reasoning about program equivalence in computational paradigms with
an intrinsic quantitative nature, such as timed and probabilistic computation. This usually calls for notions
of program equivalence based on a quantity (often a metric), in lieu of the sharp, binary ones relating
classical programs. For example, instead of checking whether two programs terminate ezactly at the same
time one might be more interested in checking whether they terminate with a small difference between
their execution times. Similarly, on the probabilistic side, it makes sense to consider that two Bayesian
inference algorithms are equivalent if they agree up to some small (total variation) error € when sampling
from the same target posterior distribution. In order to reason in this way, [13] introduced the notion of
a V-equation, ¢.e. an equation labelled by an element of a quantale V, that serves as an abstract notion
of ‘quantitative equality’. This covers, for example, (ultra-)metric and fuzzy (in)equations, among others.
Additionally [13] presented a V-equational system for the linear version of A-calculus which imposes that
any given resource must be used exactly once.

The aim of this work is to overcome this linearity constraint whilst retaining the ability to reason
quantitatively about program equivalence. We do so by adding graded modal types [23,19,44] (a way of
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4-2 A complete V-equational system for graded \-calculus

permitting multiple uses of a given resource) to the aforementioned V-equational framework of linear \-
calculus [13]. The result is a compromise between standard, non-linear A-calculus which is to some degree
incompatible with quantitative reasoning (see the negative results of [33, §6]) and linear A-calculus which
can be combined with quantitative reasoning [13] but is cumbersome for many non-linear applications.

Let us illustrate this compromise with a simple example that involves metric equations [40] and timed
computation [13]. Consider a ground type X and a signature {wait, : X — X | n € N} of wait calls —
intuitively, a term wait,(z) reads as “add a latency of n seconds to computation ”. As discussed in [13],
a series of metric equations arise naturally from this computational paradigm. For example,

Az.waity(z) =1 Ax.waity(z) (1)

states that when fed the same argument these A-terms yield computations whose execution times differ
by at most one second. Now, as a useful principle that underpins compositionality we would like that for
all A-terms u the application function v +— wwv satisfies the implication v =; w = uv =, vw, i.e. it is
non-expansive w.r.t. distances between programs. This is impossible in the Cartesian setting, because u
may contain multiple ocurrences of a variable (corresponding to multiple uses of a given resource). Let
u for example be A\f. \y. f (fy). Then u (Ax.wait;(z)) corresponds to an execution time of two seconds
and u (A\x.waity(z)) to four seconds, a two-second difference that violates the implication for (1). The
graded setting explored in this paper serves as middleground between the linear and Cartesian cases: it
increases distances proportionally to the number of times a resource is usable and at the same time forbids
u from using a resource more times than stipulated. Specifically for the case just presented one can mark
Az.waits(x) (resp. Az.waits(x)) to be usable precisely twice, via a ‘promotion construct’ lo(—), and
according to our graded equational system deduce the metric equation,

Iy ()\w. waitl(x)) =141 ()\x. waitg(ac))

We then use the graded typing system to ensure u uses the received argument precisely twice. We will
see that this ensures the non-expansiveness of the application function — actually of the more general case
(u,v) — uv — amongst other benefits.

Contributions and outline. We present a sound and complete V-equational system for a graded A-
calculus. The corresponding interpretation is based on symmetric monoidal closed categories enriched
over ‘generalised metric spaces’ and equipped with a Lipschitz exponential comonad, a natural extension
of the concept of graded exponential comonad [19,30] to the setting of V-equations. Furthermore, we show
how to canonically build Lipschitz exponential comonads over symmetric monoidal closed categories that
satisfy mild conditions. The construction is inspired by [41], and based on the notion of a cofree graded
commutative comonoid together with a certain kind of enriched limit.

§2 introduces a graded A-calculus and an equational system that characterises term equivalence. This
calculus fundamentally differs from previous ones [7,19,44] in that the substitution rule in its standard
format is derivable — this is key to our completeness result. §2 also presents an interpretation of the
calculus via symmetric monoidal closed (a.k.a. autonomous) categories together with graded exponential
comonads [19,30]. It then proves soundness of the aforementioned equational system w.r.t. this interpre-
tation. §3 extends §2 to the V-equational setting. Specifically, it equips our graded A-calculus with a
V-equational system and shows how to interpret it via autonomous categories enriched over generalised
metric spaces together with Lipschitz exponential comonads. It also shows that the V-equational system is
sound and complete w.r.t. this interpretation (Theorem 3.13). This result is highly generic and covers met-
ric equations, classical (in)equations and ultra-metric and fuzzy variants. To the best of our knowledge
this completeness result even for the basic case of classical equations is new. §4 details the aforemen-
tioned canonical construction of Lipschitz exponential comonads and §5 uses it as basis to provide metric
higher-order models of both timed and probabilistic computation. In the former case the model that we
canonically obtain is based on the category of metric spaces and non-expansive maps with the underlying
Lipschitz comonad being that of dilations [30]. In the latter case the model is based on the category
of Banach spaces and short linear maps with the underlying Lipschitz comonad arising from a process
of symmetrisation well-known in linear algebra [6,8]. We assume basic knowledge of (enriched) category
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theory.

Related work. The need for quantitative notions of program equivalence has been explored in several
concrete computational paradigms. This is the case for example of [47], [29], and [9,10] which introduce
metric reasoning mechanisms for differential privacy, quantum, and probabilistic computation respectively.
Other works take a more general perspective. For example on the side of universal algebra there has been
great progress on the closely related topic of quantitative algebra, with focus typically on metric equations
and inequations, see for example [39,40,48,2]. In fact, one case with a particularly interesting connection to
ours is [11]: it explores a notion of quantitative equality with graded modalities and studies a corresponding
algebraic semantics via Lawvere’s doctrines. Our target is, however, A-calculus. This sets us apart from
these approaches, and in this regard positions us closer to the quantitative approaches targetting A-
calculi such as [20] and [21] which use the notion of a quantale to introduce quantitative counterparts
of applicative (bi)similarity and rewriting systems respectively. Another example is [46] which studies
quantitative semantics of simply-typed A-calculi based on a generalisation of logical relations.

2 A graded A-calculus and its interpretation

2.1 The calculus

We start by presenting our graded A-calculus. In a nutshell, it is a graded extension of the linear-non-linear
A-calculus in [4,5] and can be seen as a term assignment system for a graded version of intuitionistic linear
logic. Aside from the use of grades, the main difference with [4,5] is the use of a shuffling mechanism [50]
that allows to refer to a A-term’s denotation unambiguously (more details below).

Types. As usual with graded modal types [23,19,44], we fix a semiring R = (R,0,1,+, ) of ‘resource
quantities’. We then fix a set G of ground types and consider the following grammar of types:

Ar=X|T|A®A|A—A|LA (X €G,reR).

Elements of R will be called grades. The grade r associated with a modal type !, A intuitively represents
how much of a resource we possess. For example, in the case of R being the semiring of natural numbers
r may be regarded as the number of times a resource can be used before depletion.

Contexts and shuffles. We use Greek uppercase letters I', A, E, ... to denote typing contexts, i.e. lists
of typed variables x1 : Aq,...,x, : A, such that each x; occurs at most once. As already mentioned, we
will also use the notion of a shuffle: a permutation of typed variables in a context sequence I'y, ..., I, such
that for all i < n the relative order of the variables in T'; is preserved [50]. For example, if 'y =z : A,y : B
and I'o =z:Cthenz:C,x:A,y:Bisashufflebut y: B,z : A, z: C is not, because we changed the order
in which  and y appear in I';. We denote by Sf(I'y;...;I',) the set of shuffles on I'j,...,I';. Shuffles
will be used to build a graded A-calculus where the exchange rule is admissible and at the same time each
judgement I' > v : A has a unique derivation (Theorem 2.3). This will allow us to refer to a judgement’s
denotation [I' > v : A] unambiguously.

Terms. Fix a set X of sorted operation symbols f: Ay,..., A, = A with n > 1. The term formation rules
of the graded calculus are listed in Figure 1. By convention all contexts involved in the premisses of any
of the listed rules are mutually disjoint. This entails for instance that in (®e) neither = nor y can occur in
I' and analogously for (ln41m). The rules above the dotted line are standard and in correspondence to the
natural deduction rules of exponential-free intuitionistic linear logic; we omit here their explanation. As
for the others, the promotion rule (!;) allows the use of a term ‘r-times’ by intuitively binding all variables
x; s, A; in its context to terms v; whose type !5, A; is graded by the ‘r-multiple’ of s;. The dereliction
rule (l¢) connects the modal typing system to the linear one, in particular it makes explicit that terms with
linear types must be used exactly once. This is essential e.g. for using terms whose type is linear multiples
times. Take for example the semiring of natural numbers and a sorted operation symbol f : A — A. A
call to f that is usable precisely ‘r-times’ is given by the judgement y :!. A > Pr( )y fre. fldrz) 1, A.
Finally rules (lp) and (!n+m) correspond respectively to graded versions of weakening and contraction.
They can be seen intuitively as discard and copy operations where in the latter case variables x and y are
bound to the object v being copied.



4-4 A complete V-equational system for graded \-calculus

Remark 2.1 When we instantiate R to the trivial semiring ({co}, 00, 00, +, -), the rules in Figure 1 are
the ones presented in [4] modulo the shuffling mechanism.

Tivw Ay f:A,...;A, > AcX EESf(Fl;...;Fn)

Er f(vr,...,0) A (ax) m:ADx:A(hp)

I 'ov:I Apw:A FEeSHIT;A) I
—l>*:]I(1) Evto x.w:A (Te)
F'bv:A Apw:B FEeS{(I;A) F'cv:AB Az:Ay:Bow:C FEeSf(I;A)

Erovuw:AeB (1) Erpnvtorx®y w:C (@e)

Fz:A>ov:B F'cv:A—B Ap>w:A FEeS{T;A)
Toar:hoih =B Y Ecvw:B (=)
Fibvi:!rsiAi xli!SlAl,...,fnllsnAnDUZA EGSf(Fl,,Pn) \ 'sv:!4A |

EDPri e, ) Vls--sUn £ T1, 0o @p wt h A () F'>drov:A (te)

F>wv:lgA Apu:B FEeSf(I;A) (1o) Fcov:lyymA Az L Ay: L, A>u:B EeS{;A) ( )
-0 ‘n+m

E>dsv.u:B E>cpgmyvtox,y. u:B

Fig. 1. Term formation rules of graded A-calculus.

Properties. Our calculus has several desirable properties (Theorem 2.3 and Lemma 2.4), including
the aforementioned fact that all judgements have a unique derivation. We start by presenting auxiliary
notations. Given a context I" we will use te(I") to denote I" with all types erased. Additionally, for contexts
I’ and IV we will use notation I' ~ I to state that I" is a permutation of I'. We will also use an analogous
notation for non-repetitive lists of untyped variables te(I"). We will often abbreviate a judgement I'>v : A
into I' > v or even just v if no ambiguities arise. Finally, we will often denote a list of terms vq,...,v,
simply by v and analogously for lists of variables.

Proposition 2.2 Let us consider two lists of contexts I'y,..., 'y, and T'),..., T, contexts E and E', and
suppose that E € St(Tq;...;T,), E' € S{(I'y;...;T)). Then the following clauses hold:
(i) if te(Ty) ~2x te(T%) for all i < n then te(E) ~ te(E');
(ii) if T~ T} for alli <n then E ~, E';
(ili) if B~ E" and te(T;) ~, te(T;) for some i <n then T'; >, T';
(iv) if E = E' and te(T;) ~ te(T;) for some i < n then I; =T.

Theorem 2.3 Graded \-calculus has the following properties:
(i) for all judgements I t>v and I" 1> v we have te(T') ~, te(I”);
(ii) additionally if T>v: A, T">v: A, and T =, T’ then A must be equal to A’;
(iii) all judgements T' > v : A have a unique derivation.
Proof. The first clause follows straightforwardly from induction over the derivation system (Figure 1) and

the first clause of Proposition 2.2. The second clause follows from induction over the derivation system,
the first clause, the second and third clauses of Proposition 2.2, the grade annotations in term constructs,
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and the type annotation in the A-construct. The third clause follows from induction over the derivation
system, the second clause, the shuffling mechanism, and the fourth clause of Proposition 2.2. O

Substitution is defined in the expected way and as usual uses a-equivalence to avoid capturing free
variables. In our setting such captures arise from the rules (—o3), (®e), (%), and (ln4m)-

Lemma 2.4 (Exchange and Substitution) For every judgement T,z : Ay : B, A>v : C we can derive
Dy:B,z: AJA>wv: C. For all judgements T,z : A>v: B and A>w : A we can derive ', A>v[w/x] : B.

Proof. As usual the exchange property follows from induction over the derivation system in Figure 1.
The substitution property follows from the exchange property, the fact that x occurs at most once in the
term v, and from induction over the judgement derivation I',z : A > v : B. O

The substitution property proved in Lemma 2.4 generalises to iterated substitution. More specifically,
given 'z : A, ..,z Ay > o Band A; > w; @ A; (i < n) with all contexts involved pairwise disjoint
one easily derives I, Aq,..., A, > v[wy/z1] ... [wy/xy,] : B. Additionally it is straightforward to prove
that, by virtue of all contexts being pairwise disjoint, the order in which the sequence of substitutions
occurs is irrelevant. For this reason we will often abbreviate v[wi/z1]. .. [wy,/xy,] simply to vjw/x] or
vfwy [z, .. wp/Ty].

Remark 2.5 The promotion rule (!;) of our graded calculus differs from the promotion rule of previous
calculi with graded modalities [7,19]. Let us explain this distinction and justify it. Let s denote a list of
grades s1,...,8, and r - s denote the list of grades r - s1,...,7-s,. If we write !5 I" to say that the type of
every variable z; in I is of the form !5, A;, then for every judgement !g I'>v : A with te(T) = z1,..., 2z, we
can derive l.s I'> pr, o @ fr y.vly /]| : !, A — we abbreviate the latter term simply to !, v. The following
rule is then admissible in our calculus:
lsT'>ov: A
s I Lv:l A

A rule with the same structural format is added natively to the calculi in [7,19] and is the counterpart to
our promotion rule (!;). The former however breaks the substitution property stated in Lemma 2.4 (details
available in [4, page 10]). This would hinder the development of our equational system and associated
completeness result and justifies the slightly more complicated rule (l;).

Equational system. Figure 2 presents the equational schema of graded A-calculus. As usual, we omit
the typing information of the equations-in-context listed in Figure 2 which can be recovered uniquely up to
permutations. The symbols (:) and (+) denote usual operations on lists namely cons and concatenation.
Note as well the division of the equational schema into different sections referring to specific categorical
machinery. This is to attach a semantic intuition to the equations and to foreshadow the categorical
structures that will be used later on to interpret graded A-calculus. The equations concerning the monoidal
structure and the closed structure were already discussed elsewhere (e.g. [4,13]). The equations concerning
commuting conversions enforce the fact that certain expressions differing in scope such as (dsv.u) ® w
and dsv. (u ® w) are intended to have the same meaning,.

Next, in the axiomatisation of the comonadic structure, the first and second equations are respectively
£ and n equations and embody the counit laws associated to the underlying graded comonad. The third
equation states that the inner promotion (on the left-hand side) can be pushed-forward to w but with the
factor r1 discarded as a result from not being bound to variable a anymore. This equation embodies the
associativity law of the underlying graded comonad. Observe that for these three equations to be well-
defined the reduct (R, 1, -) in the semiring R needs to be a monoid (which we assumed previously). The
fourth equation tells that the order in which terms v appear in a promotion Pr(, s vire. u is irrelevant,
which fact embodies the symmetry of the graded comonad.

The discard (i.e. weakening) and copy (i.e. contraction) operations suggest a (graded) commutative
comonoidal structure, which is reflected in the four corresponding equations in Figure 2. This time,
these equations force the reduct (R, 0, + ) in the semiring R to be a commutative monoid (which indeed
we also assumed previously). In the axiomatisation of the interaction between the underlying comonoid



4-6 A complete V-equational system for graded \-calculus

and comonad, the first two equations can be seen as a mechanism for shifting term complexity between
the discard and promotion expressions (this is noticeable by looking at the grade annotations in the
promotions, when present). They may equally well be regarded respectively as 8 and n-equations whose
corresponding reduction simplifies the promotion expression. Semantically they reflect the naturality of
the discard operation, that the latter is a graded version of a coalgebra morphism, and that the comonad’s
comultiplication is a comonoid morphism (we formally detail this later on). Note as well that these
equations force 0 to be an absorbing element of the monoid operation (-) in the semiring R (which indeed
we assumed previously). The last two equations follow a reasoning analogous to the previous two, and
force () to distribute over (+) both on the left and the right (which we also assumed). The equations
described thus entail that R has a semiring structure as previously postulated.

Remark 2.6 This equational schema is a graded generalisation of the one presented in [4]. In fact, for
the particular case of the singleton semiring R = {{o0}, 00,00, +, -} our equations collapse to those in [4]
except for the equation about the comonad’s symmetry which is absent from op. cit.

2.2 The interpretation

In this subsection we present an interpretation of the graded calculus detailed above. The interpretation
uses the categorical machinery suggested in [19,30,44] to interpret previous graded calculi. We also prove
that the equational schema in Figure 2 is sound w.r.t. this interpretation.

We start by recalling preliminary categorical notions and some conventions concerning symmetric
monoidal closed (i.e. autonomous) categories. Given one such category C and for a list of C-objects
X1,..., X, we write X1 ®---® X, for the n-tensor (... (X1 ® X2)®...)® X, and similarly for morphisms.
For all C-objects X,Y,Z, v: X ®Y — Y ® X denotes the symmetry morphism, A\ : I ® X — X the
left unitor, app : (X — Y) ® X — Y the application morphism, and a: X @ (Y ® Z) - (X QY)® Z
the left associator. For all C-morphisms f : X ® Y — Z we denote the corresponding curried version
by f: X — (Y — Z). We will frequently omit subscripts in natural transformations. For a monoidal
functor £ : C — C we denote by ¢ : I — FI and ¢xy : FX ® FY — F(X ® Y) the corresponding
monoidal operations. Similarly given C-objects X1,...,X,, we denote by ¢x, . x, : FX;1® ---® FX, —
F(X1® - ® X,) the morphism defined recursively on the size of n by:

(b— = ¢ ¢X - Id ¢X1,...,Xn,Xn+1 - ¢(X1®~~~®Xn),Xn+1 : ((le,...,Xn X |d)

II}? thg presence of several monoidal functors F, G, we denote their respective monoidal operations by
Pr, 9.

We now set the ground for the notion of a graded exponential comonad, explored for example
in [19,30,44] and standardly used for interpreting graded modal types. Note first that a semiring
R = (R,0,1,+,-) has two (interacting) monoidal structures: (R, 0,+) (which is commutative) and (R, 1, )
(which need not be). The category [C, C] of endofunctors and natural transformations also has two monoidal
structures, specifically ([C,C],I,®) (where I designates to constant functor to the unit) and ([C, C],Id, o).
The category Mon[C, C| (resp. SymMon[C, C]) of monoidal (resp. symmetric monoidal) endofunctors and
monoidal natural transformations inherits these two monoidal structures from [C,C]. The semantics of
our graded A-calculus relies on a ‘representation’ of R in C using these two structures, as detailed below.

Definition 2.7 An R-graded comonad over a (not necessarily monoidal) category C is an oplax monoidal
functor D : (R,1,-) — ([C,C],Id,0). Similarly, an R-graded monoidal comonad is an oplax monoidal
functor D : (R,1,-) — (Mon|[C,C],1d,0), and an R-graded symmetric monoidal comonad is an oplax
monoidal functor D : (R,1,-) — (SymMon|[C,(C],Id,0). Concretely, an R-graded comonad is a triple
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Monoidal structure Closed structure
ppov@wtor®y. u = ulv/z,w/y
pmvtor®y. ur®y/z] = ufv/z] Az:Av)w = vw/z
xto x.v = w A A ve = v
vto x.wlx/z] = wlv/z]

Symmetric comonadic structure

drpr g virz.u = ufv/z|
Pr(.p) 2 fre.drr = =z
PT(r o) (PL(ryrps) T ET Y. ), 2 fT @,@. W = Pr(; (.54 T 2 IT €, @. w[pr(,, 4 € fr y. v/a]
PT (1 4+ [r1,r2] 1+82) V1 W1, W2, V2 frxi,y1,y2, 2. v = P (151 1+ [ro,r1] +rs2) V1 W2, W1, V2 fr ©1,y2,Y1,T2. ©

Commutative comonoid structure

Cp(07n)vtox,y.ds r.ou = uv/y]
CP(no)Vtox,y.dsy.u = wufv/z]
CP(n+4m,0) U EO X, Y. CP(y ) T LO a,b.u = CP(n,m-o) U £0 @, C. CP(;y, ) CTO b,y.u
CP(n,m) VEO L, Y. U =  CP( ) VEOY, T U

Interaction between comonoid and comonad

ds PT(0,s) virz. w.u = dswvi....dsvp.u
Pr( 0.5 V;vErz,®z.dsr.u = dsv.pr,gvirz.u
CP(n,m) PT (ntm,[s1,..5,]) VELL-WEOY, 2.U = CP(p.g) m.sp) V1 £O ai,by. ... CP(n-s5,m-s3,) Vk toag, by.

u[pr(n’[SL_”,Sk]) afrx.w/y, PT (1, [s1,...50]) bfrx.w/z]

PT(r, (ntm):s) Vs VEL 2, 2.CP(yy 1y 22O X, Y- U = CP(ppy ) UV EO Ay D PT (190, b, 0 fX 2y, 2 0

Commuting conversions

ulv tox. w/z] = wvto x.ulw/z|
ulpmv to x ®y. w/z] = pmovtox®y. ulw/z]
ulds v.w/z] = dswv. ulw/z]

]

u[ep(ymy v to T,y w/z] = CP(yu v to T, Y. ulw/2]

Fig. 2. Equational schema of graded A-calculus.

(D—y: R—[C,Cl,e: Dy —1d,6™" : Dy, — Dy Dy,) that makes the following diagrams commute

551 §51:52°53
D, D,Dy DSl-SQ-SS —>D31Dsz-33 (2)
Dle €D DS D81'82D83WD51D52D53
s3

and similarly for an R-graded monoidal and symmetric monoidal comonad.

Definition 2.8 An R-graded exponential comonad is an R-graded symmetric monoidal comonad D :
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(R,1,-) — (SymMon[C, C],Id, o) that satisfies the following additional properties:

(i) D is an oplax symmetric monoidal functor D : (R,0,+) — (SymMon[C,C], I, ®). In other words, we
have monoidal natural transformations e : Dy — I and d"" : D,,+y, — D,,, ® D, making the analogues
of (2) for the monoidal structure ([C, C|, I, ®) commute. Note that since (R, 0,+) is commutative and
D is symmetric the diagram below commutes as well.

Dm+n - Dn+m

qmsn qnsm

Dy ® Dy —=> Dy, @ Dy,

This equips every C-object with the structure of a graded commutative comonoid [18].

(ii) The two oplax monoidal structures of D interact as specified by the diagrams below (where the
transformations ¢”» and ¢ °_ are available by virtue of the typing of D).

6n,0 60’8 6n+m,s

Dn-O DnDO DO-s DODs D(n+m).5 Dn+mDs
el ane el \LEDS dn-svm'sl ldg;ﬂ
[——5—>Dul [————] Dys ® Do~z gD D @ Dy D,
55,(n+m)
Ds-(n—l—m) DsDn+m
d(s-n)+(s-m)l \LDsdn’m
Ds-n®Ds-m 55N S m DSDTL®DSDm Ds DS(Dn®Dm)
Dn,Dm

We now show how to interpret graded A-calculus in an autonomous category C equipped with a graded
exponential comonad D. For every ground type X € G we fix an interpretation [X] as a C-object and
interpret the type structure inductively in the usual way. Modal types are interpreted via the underlying
graded comonad, specifically we set [, A] = D,[A]. Given a non-empty context I' = I,z : A, its
interpretation is defined by [IV,z : A] = [I"] @ [A] if I is non-empty and [I”,z : A] = [A] otherwise. The
empty context is interpreted as [—] = I where I is the unit of ® in C. We will also need some ‘housekeeping’
morphisms to handle interactions between context interpretation and the symmetric monoidal structure
of C. Given contexts I',..., I, we denote by spp,. .p :[I'1,...,[n] = [['1] ®--- @ [I';] the morphism
that splits [I',...,T',] into [['1] @---® [I's], and by jnr,. ., the corresponding inverse. Given a context
'z : Ay : B,A we denote by exchr z.ayma @ [z : Ay : B,A] — [,y : B,z : A, A] the morphism
corresponding to the permutation of the variable x : A with y : B. Whenever convenient we will drop
variable names in the subscripts of sp, jn, and exch. Given a context E € Sf(I'y;...;T,) the morphism
shg : [E] — [I'y,...,T}] denotes the corresponding shuffling morphism. For every sorted operation
feAr, .. A, = Ae X weset [f]: [Ai1]®---®[A,] — [A] as a C-morphism. Finally we use the rules in
Figure 3 to interpret judgements I' > v : A as C-morphisms via induction over the judgement derivation
system in Figure 1.

The following lemma is standard and like in analogous contexts useful for proving the soundness
theorem presented below.

Lemma 2.9 (Exchange and Substitution) For all judgementsT,z : Ay : B, Apv:C, Tz : Apv: B,
and A > w : A, the following equations hold.

[T,z:Ay:BA>v:C[=[Iy:B,z: A A>v:C] exchraga
[T, A vw/z] :B] = [z : A>v:B]-jnp, - (idO[A>w: A]) - spr.a
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[[FZ‘DUZ'ZAZ‘]]:}LZ‘ fZAl,...,An—)AEE EESf(Fl;...;Fn)
[E f(vi,.. v0) : Al =[f]- (M1 ® - @hp) -spr,. .1, - she [v:A>x: Al =idpy

Tov:AB]l=9g [Az:Ay:Brw:Cl=h FEecS{T;A)

[->x*:1] =idp [E>pmvtor®@y. w:Cl=h-jnaap-a-v-(9@id)-spr.a-shg
[Tev:Al=g [A>w:B]j=h E€Sf(IT;A) [Mev:I=9g [A>w:A]=h EeSf{I;A)
[E>v@w: A®B] = (9®h)- spr.a-she [E>vto . w:Al=h-\-(9®id)-spp.a -shg
[[z:A>v:B]=h [fov:A—oB]=g [Abw:A]l=h EecS{I;A)
[C>Ar:Awv:A—B]=(h-jnp,) [E>vw:B] =app-(9®@h) - sppra-she
[T>ov:l Al =h [T>ov:lgAl=g [Avw:Bj=h E€cSf(IT;A)
['>drv: Al =e€p)-h [E>dsv.w:B]l=h-\(ea) ®id) - (g®id) - spp,a -she

[Tev:lhem Al=9 [Ayz:LAy: L, Abu:B]l=h FEe€S{(I;A)
[[El>cp(n7m) vtox,y. u: B :h~jnA;A;A'oe~'y'(dﬁX]?®id) . (g®id)~spF;A~shE

[Tiwvi:bhs, Al =9 [o1:ls, A1, an s, Ay>u:Al=h EeSf(ly;...5T,)
[Eeprig vira u:lr Al =Drh-Drjng,; o, 'ﬁ?&{l]],...,[[An]] ' (5&11]} E 5E§:ﬂ) (91 ® - ®gn) -SPr,;r, she

Fig. 3. Judgement interpretation.

Theorem 2.10 (Soundness) The equations presented in Figure 2 are sound w.r.t. judgement interpre-
tation. More specifically if T >v = w : A is one of the equations in Figure 2 then [['>v: A] = [[>w : A].

3 A complete V-equational system for graded A-calculus

We now present a V-equational system for graded A-calculus and prove its soundness and completeness.

3.1 The V-equational system

We start by recalling from [13] the conditions imposed on V to obtain a well-behaved framework of V-
equations. We will then extend this framework to the graded seting. Let V denote a commutative and
unital quantale, ® : V x V — V the corresponding binary operation, and k the unit [45]. Consider now the
two following definitions concerning ordered structures [22,25] (they will allow us to work with specified
subsets of V-equations chosen e.g. for computational reasons [13]).

Definition 3.1 Take a complete lattice L. For every z,y € L we say that y is way-below z (in symbols,
y < x) if for every subset X C L whenever x < \/ X there exists a finite subset A C X such that y </ A.
The lattice L is called continuous iff for every z € L,

a::\/{y]yeLandy<<a:}

Definition 3.2 Let L be a complete lattice. A basis B of L is a subset B C L such that for every x € L
the set BN{y |y € L and y < x} is directed and has z as the least upper bound.

We assume that the underlying lattice of V is continuous and has a basis B > k closed under finite joins
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and multiplication. As alluded above, the continuity condition will allow us to work only with V-equations
whose label is in B. We also assume that V is integral, i.e. that the unit k£ is the top element of V, a
common assumption in quantale theory [3] that facilitates some of our results.

Example 3.3 The Boolean quantale (({0 < 1},V),® := A) is finite and thus continuous [22]. Since it
is continuous, {0,1} itself is a basis for the quantale that satisfies the conditions above. For the metric
quantale (([0,00],A\),® := +) (note that the order on this quantale is the opposite of the usual order on
[0, 0]), the way-below relation corresponds to the strictly greater relation with oo > oo, and a basis for the
underlying lattice that satisfies the conditions above is the set of extended non-negative rational numbers.
Other examples of quantales that satisfy the conditions above can be found in [13].

A V-equation-in-context is an expression I' > v =, w : A where ¢ € B (the basis of V), and I' > v : A,
' w: A are graded A-terms. If V is the metric quantale we obtain metric equations-in-context and if V
is the Boolean quantale we obtain inequations-in-context (where v =1 w corresponds to v < w). In this
V-equational setting a classical equation-in-context v = w translates to v = w A w =, v. For example in
the metric case v = w = v =g w A w =g v and in the Boolean case v =w=v <w Aw <.

We can now move to the graded setting.

Definition 3.4 A scalar multiplication of a semiring R on a quantale V is a function e : R x )V — V such
that for each k € R, the map ke —: )V — V preserves joins in V.

The definition entails in particular that for all v,v' € Vif v > v then kev > ke /.

Definition 3.5 [Graded VA-theories| Consider a tuple (G, X) consisting of a set G of ground types and
a set ¥ of sorted operation symbols. A graded VA-theory ((G,X), Az) is a triple such that Az is a set of
V-equations-in-context between A-terms built from (G, ).

The elements of Ax are called the azioms of the theory. Let Th(Axz) be the smallest V-indexed binary
relation (the V-equations) that contains Ax, the equational schema presented in Figure 2, and that is closed
under the rules listed in Figure 4. We call the elements of Th(Az) the theorems of the theory. Intuitively
the rules in Figure 4 above the first dotted line can be seen as a V-generalisation of an equivalence relation
(see [13] for a more detailed explanation). The other rules correspond to a V-generalisation of compatibility.
The rule concerning promotion is slightly different from the others in that it involves a k-factor (ke —)
to reflect the fact that u (resp. u’) becomes usable k-times. Finally, note that we can consider symmetric
graded VA-theories by adding to the mix the rule,

v =4 w
W =4 v

This is desirable for example in the (ultra-)metric case but makes no sense if one wishes to work with
inequations (graded inequational A-theories collapse to graded equational ones under this rule).

3.2 Interpretation of V-equations, soundness, and completeness

In this subsection we recall the interpretation of V-equations in the setting of linear A-calculus [13] and
extend it to the graded case. The main idea is that we suitably enrich the interpretation structure
in Definition 2.8 (an autonomous category equipped with a graded exponential comonad) so that the
corresponding hom-sets become equipped with a ‘generalised metric structure’. More technically the basis
of enrichment is that of V-categories [35,51,27,3], a concept which we recall below. We prove soundness
and completeness of the previous V-equational system w.r.t. this interpretation.

Definition 3.6 A V-category is a pair (X, a) where X is a set and a : X x X — V is a function that
satisfies k < a(z,z) and a(z,y)®a(y, z) < a(z, z) for all z,y, z € X. For two V-categories (X, a) and (Y,b),
a V-functor f: (X,a) — (Y,b) is a function f: X — Y that satisfies the inequality a(x,y) < b(f(z), f(y))
for all x,y € X.
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Apv=4w:A Pr(rs) ¥ T T. U =gy, g(req) PX(rs) V' fT T. U v[v' /x] =404, wW' /]

Fig. 4. V-congruence rules.

V-categories and V-functors form a category which we denote by V-Cat. A V-category (X, a) is called
symmetric if a(x,y) = a(y, x) for all ,y € X. We denote by V-Catsym the full subcategory of V-Cat whose
objects are symmetric. Every V-category carries a natural order defined by x < y whenever k < a(z,y).
A V-category is called separated if its natural order is anti-symmetric. We denote by V-Catsep the full
subcategory of V-Cat whose objects are separated.

Example 3.7 For V the Boolean quantale, V-Catsep is the category Pos of partially ordered sets and
monotone maps, and V-Catsym sep is the category Set of sets and functions. For V the metric quantale,
V-Catsym sep is the category Met of metric spaces and non-expansive maps. For more examples see [13].

We will take advantage of the following useful facts about V-categories. The inclusion functor
V-Catsep — V-Cat has a left adjoint [27]. It is constructed first by defining the equivalence relation « ~ y
whenever z < y and y < x (where < is the natural order introduced earlier). Then this relation induces the
separated V-category (X/.,a) where a is defined as a([z], [y]) = a(x,y) for every [z],[y] € X/~. Finally
the left adjoint of the inclusion functor V-Catse, < V-Cat sends every V-category (X, a) to (X/~,a). The
category V-Cat is autonomous with the tensor (X,a) ® (Y,b) := (X X Y,a ® b) where a ® b is defined as
(a®b)((z,y), (2',y") = a(x,2') @ b(y,y") and the set of V-functors V-Cat((X, a), (Y, b)) equipped with the

map,
(£.9) = N b(f(@). ()

zeX
V-Catsym, V-Catsep, and V-Catgym sep inherit the autonomous structure of V-Cat whenever V is integral [13].

Definition 3.8 A V-Cat-enriched autonomous category C is an autonomous and V-Cat-enriched category
C such that the bifunctor ® : C x C — C is a V-Cat-functor and the adjunction (— ® X) 4 (X — —) is a
V-Cat-adjunction. We obtain analogous notions of enriched autonomous category by replacing V-Cat (as
basis of enrichment) with V-Cateep, V-Cateym, or V-Cateym sep-

Example 3.9 The categories Pos, Met, and Set are instances of Definition 3.8.

We now turn our attention to the graded case, more specifically on how to suitably enrich the underlying
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graded exponential comonad. An obvious way of doing so would be to state that for every r € R the
functor D, : C — C is V-Cat-enriched. This however turns out to be too strict to soundly interpret the
V-compatibility rule concerning promotion (Figure 4). Instead we adopt a more relaxed variant which
formally resembles the well-known notion of Lipschitz-continuity from calculus.

Definition 3.10 An R-Lipschitz exponential comonad (for a scalar multiplication e : R x V — V) is an
R-graded exponential comonad such that the inequality,

rea(f,g) <a(D,f,D,g)

holds for all C-morphisms f,g: X — Y and r € R.

Definition 3.11 [Models of graded VA-theories| Consider a graded VA-theory ((G, ), Az) and a V-Catsep-
autonomous category C equipped with an R-Lipschitz exponential comonad. Suppose that for each X € G
we have an interpretation [X] as a C-object and analogously for the operation symbols. This interpretation
structure is a model of the theory if all axioms are satisfied by the interpretation, i.e. if v =4, w is an axiom
of the theory then a([v], [w]) > ¢.

In the case of symmetric graded VA-theories the corresponding notion of a model is obtained by
replacing the basis of enrichment (i.e. V-Catsep) by V-Catsym sep-

We can now prove that the V-equational system of graded A-calculus is sound and complete w.r.t.
Definition 3.11.

Theorem 3.12 (Soundness) Consider a (symmetric) VA-theory 7 and a model M of 7 over C. If
v =4 w is a theorem of 7 then a([v], [w]) > ¢.

Proof. The fact that the equational schema listed in Figure 2 is sound follows from Theorem 2.10 and
the definition of a V-category (Definition 3.6). The proof then follows by induction over the rules listed
in Figure 4. We only focus on those rules that concern graded modal types (the other ones were already
proved in [13]). The case of deriliction follows directly from the fact that for all X € |C| the morphism
ex : D1 X — X lives in C and C is V-Cat-enriched. The rules that concern copying and discarding follow
from an analogous reasoning. The rule that concerns promotion also follows similarly to the above except
that we use the two following properties: first, for all ¢,¢' € V and r € Rif ¢ > ¢ then req > r e ¢;
second, the fact that the graded comonad is Lipschitz. In conjunction both properties entail the implication
a([ul, [v']) = ¢ = a(D,[u], D, [u']) = req. O

The completeness result is based on the idea of a Lindenbaum-Tarski algebra: it follows from building
the syntactic category Syn(.7) of 7, showing that it is a model of .7, and then showing that if a([v], [w]) >
¢ in Syn(.7) the V-equation v =, w is a theorem of .7. In order to build Syn(.7) and to show that it is
indeed a model of .7, we resort to the notion of a multicategory and associated constructions [34,36,26,38].
More specifically, we will first generate a syntactic multicategory Syn,,(7) from .7 and then show that
the former induces an autonomous Syn(.7) with the necessary requisites to be a model of .77. The reason
we involve multicategories is that some equations we need to face are much more easily proved in this
framework, an observation already made in analogous contexts [34,4]. For the same purpose, we also use
a bijective correspondence between graded comonads and graded co-Kleisli triples on a multicategory.

Theorem 3.13 (Soundness & Completeness) For a (symmetric) graded V-theory 7, a V-equation
I'>v=4w:A is a theorem of 7 iff it is satisfied by all models of the theory.

4 A canonical construction of Lipschitz exponential comonads

This section presents a canonical construction of Lipschitz exponential comonads on V-Cat-autonomous
categories that satisfy certain conditions. The construction is inspired by [41], which shows how to build
(non-graded) exponential comonads via the notion of a (co)free commutative (co)monoid. In order to
describe the connection to op. cit. at a suitable level of abstraction, we start with a brief overview of this
construction in the form of abstract categorical results. We will then provide a more direct construction.
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Let Mon,(C) be the category of commutative monoids in a symmetric monoidal category C. A crucial
observation is that a comonoid in C is the same thing as a monoid in C°P [41] — thus the category of
commutative comonoids can be seen as Mon;(C°P)°P. The other relevant key observation is that the
forgetful functor Mon,(C) — C is right adjoint if conditions concerning the existence and preservation of
a certain limit are met (cf. [41]). By duality this induces a forgetful functor Mon,(C°)°P — C which is
furthermore left adjoint. Such an adjoint situation induces a comonad on C which can be shown to be
exponential (see [41]). Now, we are interested in extending these ideas to the graded setting with R as
the semiring of natural numbers. To this effect we recall next the notion of a strict action.

Definition 4.1 Let M be a monoidal category and C be an arbitrary category. A strict action is a functor
® : M x C — C that satisfies the following equations for all M-objects m,n and C-objects X:

X=I®X me®ne®X)=men)®X

Consider then both a strict action ® : M x A — A, where M is a discrete category, and an adjoint
situation . 4 R : A — B. It is well-known that both constructions yield an M-graded monad on B with
T,(X) = R(n® LX) (see details in [18]). This is the basis to extend [41] to a graded setting.

Specifically let N-Mon(C) be the category of (N, +,0)-graded commutative monoids in C. Following
an analogous reasoning to the previous paragraphs, one may regard (N-Mon,(C°P))°P as the category of
(N, +,0)-graded commutative comonoids in C. There is also a forgetful functor (—); : N-Mon,(C) — C
which given a graded monoid only keeps the 1-component of the underlying carrier. Then under mild
conditions, also pertaining to the existence and preservation of a certain limit lim & (details below), this
functor is right adjoint. And thus in particular (—); : (N-Mon,(C°P))°P — C is left adjoint. Finally via
a few routine calculations one can show the existence of a strict action ® : (N, -,1) x N-Mon,(C) —
N-Mon(C) defined by,

(k}, ((Xn)nENa €, fm,n : Xm ® Xn — Xm—i—n)) — ((Xn-k)n6N7 €, fm-k,n-k : ka ® Xnk — X(m—l—n)k)

Together with the previous adjoint situation this yields an (N, -, 1)-graded comonad on C. By unfolding
the respective definitions one can show that this comonad is that of symmetric powers described in a
very recent publication [37] and stated to be exponential. Due to space constraints we describe only the
functorial component. Subsequently we will show that this comonad is Lipschitz under the condition that
the aforementioned limit of & is V-Cat-enriched.

As an instructive first approximation of the N-Lipschitz exponential comonad we intend to describe,
consider the map,

D:N—=[C,(n—Id®...®Id. (3)
————

ntimes

The assignment D almost defines a canonical (N, -, 1)-graded exponential comonad.

Theorem 4.2 The assignment D of (3) satisfies all the conditions of Definition 2.8 except for symmetry
in condition (i) and the last diagram of condition (ii).

In order to construct an exponential comonad on C one needs to remedy the lack of symmetry of D.
To do this, one can consider the sub-N-graded comonad of D which only keeps the symmetric elements in
the tensor products D, X = X®". For this we follow the second step of the construction in [41]. Every
element o in the permutation group Sym (n) on n elements defines a natural transformation D,, — D,
which we also denote by 0. We now define E : N — [C,C] by mapping n € N to the limit F,, of the
diagram (4) defined by all these natural transformations. Each F,, is defined on morphisms in the obvious
way: if f: X — Y is a C-morphism then since D,, f-0 = o- D, f, the universal property of E,Y guarantees
the existence of a unique C-morphism F,, f that makes Diagram (5) commute.
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o oeSym(n)
E,X DX~ T D.X (5)
N o€Sym(n) B, b, l TE€Sym(n) an
En < Dy, 5 Dy, (4) fv ! o€Sym(n) !
T€Sym(n) Y ———->D,)Y — _DJY
v TESym(n)

Theorem 4.3 Suppose that for every C-object X, (X ® —) preserves the limits (4). Then the assignment
E defined by the limits (4) induces a sub-N-graded comonad of D which is furthermore an N-graded
exponential comonad.

We will now show that the graded comonad FE is additionally Lipschitz. First we define the following
scalar multiplication.

Proposition 4.4 For any commutative quantale V, the map o : N xV — V defined by,

neq=q®...0q ifn#0 Deqg==~Fk
—_———

n times
s a scalar multiplication in the sense of Definition 3.4.

Proof. To see that n e — preserves arbitrary joins we compute,

=\ X® - ®X) {® preserves joins}
:\/{$1®"'®$n|3§‘1,---,!En€X}
:\/{a:®---®:c\a:eX} %}

where the step marked with (%) follows from the fact that the inequation below holds.

TR R, < (\/{xl,...,xn})@)---@(\/{xl,...,xn}> (T1,... 2y € X)
O

Next, let C be a V-Cat-autonomous category and the underlying diagram of (4) for a C-object X be
denoted by 2. Also assume that for every two cones f,g: A — X®" for 9 the equation a(f,g) = a(f’,¢')
holds where f/, ¢’ : A — E,(X) are the corresponding mediating morphisms. More compactly this amounts
to the statement that C has the V-Cat-limit of 2 weighted by the functor ! (constant on the V-Cat-object
1). This condition guarantees that E is N-Lipschitz.

Theorem 4.5 Consider a V-Cat-autonomous category C such that it has the V-Cat-limit of 2 weighted
by ! and additionally assume that for every C-object X the functor (X @ —) preserves this limit, then E is
an N-Lipschitz exponential comonad.
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Proof. Consider two C-morphisms f,g: X — Y. We reason,

nea(f,g)
2a(f.9)®...®a(fg)

n times
< a(fom" g®m) {® in Cis V-Cat-enriched}
£ a(Dy f, Dnyg)
<a(Dnf - €ex,Dng - €x) {C is V-Cat-enriched }
=a(Enf, Eng) {limit of 2 is V-Cat-enriched}

O

5 Applications to timed and probabilistic computation

5.1 Timed computation and dilations

We now revisit the example of wait calls from §1 and equip it with a concrete model by applying the
canonical construction of N-Lipschitz exponential comonads detailed in §4. Recall that the example is
based on a ground type X and a signature {wait, : X — X | n € N} of wait calls. Consider then the
following metric axioms proposed in [13]:

€= |m—n]

waito(z) =g x waity(waity(x)) =0 waityin(z) waity(x) =, waity(x) (6)

In order to apply the construction in §4, we need first of all a Met-enriched autonomous category. For this
case we choose Met itself (c¢f. Example 3.9). Next we show that the tensor ® in Met preserves all limits;
actually we prove the following more general claim.

Proposition 5.1 Let V be a quantale whose operation & preserves arbitrary meets and let us consider
the respective category V-Cat. For every V-category X the functor (— ® X) : V-Cat — V-Cat preserves all
limits. The same property holds for the cases V-Catsep, V-Catsym, and V-Catsym sep-

Corollary 5.2 For all categories C mentioned in Example 3.9 (which includes Met) and C-objects X the
functor (—® X) : C — C preserves all limits.

Finally, it is straightforward to prove that Met has the V-Cat-limit of Z weighted by ! and therefore
all pre-requisites of the construction are satisfied. By unfolding the respective definitions we deduce
that E,(X) is the metric space whose elements are n-copies (z,...,z) of an element z € X and whose
metric is the restriction of the metric in X®”. The counit is the identity and comultiplication amounts
to rebracketing. The operation d™" amounts to rebracketing as well. It is then easy to build a model for
the metric theory of wait calls that was previously presented: fix a metric space A, interpret the ground
type X as N® A and the operation symbol wait, : X — X as the non-expansive map [wait,]: N® A —
N® A, (i,a) — (i + n,a). It only remains to prove that the axioms in (6) are satisfied by the proposed
interpretation, but this can be shown via a few routine calculations.

We end this subsection by relating the comonad that we canonically obtained to the comonad of
dilations presented in [30]. The latter’s main idea is that of distance dilation: given a metric space (X, d)
we obtain a new one Dil, (X, d) := (X,n e d) by scaling up distances via multiplication, more concretely
(ned)(x,y) = ned(zx,y) for n € N and z,y € X. It is easy to see that E,, = Dil,, and moreover that
the underlying comonadic operations agree. It is also easy to see that the copy, discard, and monoidal
operations agree as well. This yields the following result.

Corollary 5.3 The Met-autonomous category Met of metric spaces and non-expansive maps equipped with
the comonad of dilations yields a model of the metric theory of wait calls (6).
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5.2 Probabilistic computation

[13, Example 28] presents a metric equational system to reason about the total variation distance between
distributions constructed as probabilistic programs, specifically individual steps in non-standard random
walks. It is however cumbersome to reason about distances between random walks consisting of n steps
when they are expressed in a purely linear language. This is because a probabilistic term like normal(0, 1)
operationally corresponds to a single sample which cannot be copied. Thus, to write a program using n
normal deviates we need to call n i.i.d. samples from normal(0,1) ® ... ® normal(0, 1) which is inconvenient

n times
and unclear (especially for large values of n), but also difficult to maintain and generalise. Using a graded

system, we can not only assume a clean and parametric access to such i.i.d. samples but also to more
complex sampling schemes (details below). Furthermore, we have a convenient way of manipulating such
sequences of samples via the promotion rule, and to feed them into n-ary functions through the copy (i.e.
contraction) rule. All of this whilst maintaining the ability to reason about distances between programs.

Let us illustrate our previous remarks with some simple examples. We start by briefly presenting
a toy probabilistic language (more details can be found in [13]). We consider only two ground types
real and real™’ (in particular, we will view the integers 0 and 1 as reals). The graded modal type
!, real can then be thought of as the type of n real samples. We also consider a signature of operations
consisting of the real numbers {r : I — real | r € Q}, the addition and multiplication operations
+,%* : real,real — real, and finally three collections of built-in samplers which we detail next. The first
collection consists of samplers returning k& samples from an urn containing m balls labelled 0 and n balls
labelled 1 with replacement (i.e. we return the ball to the urn after reading its value). We denote the
samplers of this class replace(k,m,n) : !y real. The second collection samples from the same urn model
but without replacement. We denote these samplers no_replace(k,m,n) : !y real (and of course require
that k¥ < m + n). The third class iid normal(k;u, o) : real,real™ — !y real will simply sample k i.i.d.
normal deviates.

We proceed by providing a concrete graded A-model for the language. First we fix the category Ban of
Banach spaces and linear contractions as our Met-enriched autonomous category (see [31,12,15,13] for more
details about this style of semantics). Specifically Ban is autonomous when equipped with the projective
tensor product &, and the internal hom —o defined as the space of bounded linear maps equipped with the
sup-norm [49]. It is also straightforward to prove that Ban has the Met-limit of & weighted by !. Then in
order to apply the construction in §4 we use the following result.

Proposition 5.4 For every Banach space W and everyn € N, the functor (—@W) : Ban — Ban preserves
the limit of diagram (4) which defines E,, in terms of all the permutations o € Sym (n).

Proof. The proof is inspired by an analogous one in [12] and hinges on the fact that the contraction
€ E,(V) — V" is split mono. To prove the latter, let us consider the symmetrisation operator
% desym(n) o: VO — VO [6.8] — it is a contraction because the properties of norms entail,

LY o Y odel=a X o1=1

o€Sym(n) o€Sym(n) " oeSym(n)

It is then straightforward to show that this operator restricts on the codomain to a linear map 9" : V" —
E,(V) by taking advantage of the fact that Sym (n) is a group. Moreover E,, (V) inherits its norm from
V@ which yields [|0"]| = |43 sesym(n) Oll- Thus 0" is a linear contraction as well. Next, in order to
prove that 9" is a retraction of € consider the following facts. By construction we have o - €” = €" for all

symmetries o € Sym (n) which gives rise to the equation (% ZUESym(n) 0—) € =9"- " =id - ". Moreover

€" is an inclusion. Therefore for every vector v € E, (V') we obtain,

(" (1)) = 4 Y esymm (€ (0)) = €"(v) = v
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The final step is to prove that every cone f : U — V& &, W factorises uniquely through ¢” ® id. By
composition we obtain a linear contraction (0" ®id) - f : U — E,(V) &, W. Let us show that it factorises
f through €" ® id. Consider a vector v € U. By construction we know that f(u) = o ® id (f(u)) for all
permutations ¢ on n. This entails,

f(u)
1 .
== . o®id(f(w)
" oeSym(n)
= % Z o | @id(f(u)) {Addition distributes over (— ®id)}
© \o€Sym(n)
i' o] ®id(f(u)) {Scaling distributes over (— ® id)}
UESym(n
=o"

We thus obtain the chain of equalities (¢” ® id) - (0" ® id)(f(u)) = (" ®id)(f(u)) = f(u). Finally unicity
follows from the fact that €™ is split mono. O

This yields a canonical N-Lipschitz exponential comonad on Ban, and we can interpret [!,, real] =
E,[real] = E,(MR) where MR is the Banach space of finite measures on R. Note that the elements of
[!;, real] are invariant under all permutations in Sym (n), but need not in general be i.i.d. distributions.
For example [replace(k,m,n)] corresponds to the i.i.d. case as it is given by the k-fold tensor of the
distribution Bern(n/(n+m)), but [no_replace(k,m,n)] is permutation-invariant without being i.i.d. Quite
a lot is know about permutation-invariant distributions like these, usually known as finite exchangeable
sequences in the probabilistic literature. In particular, [17] shows that the following metric axiom is sound.

replace(k,m,n) =au/(n4n) no-replace(k,m,n) (7)

The denotation of iid normal(k;u,o) is the linear, norm-1 operator defined by the Markov kernel
R x RT — (MR)®" — M(R"™),(u,0) ~ Normal(u,c)®". There is no known closed-form expression
for the total variation distance between Gaussian distributions. However, upper bounds are known. In
particular, following [16, Prop. 1.2], we know that the metric axiom below is sound.

iid normal(k;pi,01) = ) iid normal(k; ug, 02) (8)

O(p1,01,12,02

2_ 2 _ 2

Now based on these axioms, and the metric equational rules of Fig. 4 we can easily bound the total
variation distance between the final position of two complex k-steps random walks of the type used in
Monte-Carlo simulations (e.g. to value options [28]). For example, consider first the random walk on
R where at each step the sign of the jump is determined by a sample from replace(k,m,n) and its
magnitude by a sample from iid normal(k;pui,o1). Suppose we want to bound the distance of this
walk with one whose sign is sampled from no_replace(k, m,n) and magnitude from iid normal(k; usz,02)
instead. Working directly at the level of the semantics, this would be a highly non-trivial task, however if
we express these walks as programs in our graded system we can straightforwardly compute such a bound.
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The walks can be programmed as follows:

walkl = Py (1,1 replace(k,m,n),iid normal(k; u1,01) fr z,y. (2xdr(z) — 1) xdr(y) : lyreal
walk2 = Pry [1,1) no-replace(k,m,n),iid normal(k;p2,02) fr x,y. (2« dr(z) — 1) xdr(y) : lyreal

endpoint(w) = CP(1,..1) W tO T1,..., Ty dr(z1) + ... +dr(zy) : real.

Using the metric axioms (7)-(8) and Fig. 4, the bound can be straightforwardly checked to be
endpoint(walkl) =uk/(mn)+d(ui,onu,0.) €0dpoint(walk2). The higher-order features of the language
would allow us to write the program above more modularly by introducing an iterator and still reason
quantitatively about it. We chose the shorter, less modular presentation above in the interest of brevity.

6 Conclusions and future work

We presented a sound and complete V-equational system for a graded A-calculus via the notion of a
Lipschitz exponential comonad. We showed how to build such comonads canonically via a universal con-
struction and applied our results to both timed and probabilistic computation. There are multiple research
lines which we intend to explore next. First, we believe that the construction of Lipschitz exponential
comonads is interesting per se and that it deserves further exploration from a more categorical perspec-
tive. For example, we are interested in knowing whether the adjunction involved is monoidal and whether
it arises from the development of general results about graded (co)equational theories over (enriched)
monoidal categories. Second, our results were applied to the setting of metric equations only but they go
beyond that — in particular, we would like to explore as well the inequational, ultra-metric, and fuzzy cases
due to their increasing relevance in the literature. Third, whilst we presented relatively straightforward
metric equational theories and corresponding models for timed and probabilistic computation, we are also
interested in knowing whether the same can be done for hybrid [42,24] and quantum [43,14] computation,
two rapidly emerging paradigms with an intrinsically quantitative nature. Finally we are also interested
in knowing if there is any formal connection with previous work on the notion of comonadic lax extension
and the relational semantics involving modal types [32,1]
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