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Abstract

Distributive laws are a standard way of combining two monads, providing a compositional approach for reasoning about
computational effects in semantics. Situations where no such law exists can sometimes be handled by weakening the notion
of distributive law, still recovering a composite monad. A celebrated result from Eugenia Cheng shows that combining n
monads is possible by iterating more distributive laws, provided they satisfy a coherence condition called the Yang-Baxter
equation. Moreover, the order of composition does not matter, leading to a form of associativity.

The main contribution of this paper is to generalise the associativity of iterated composition to weak distributive laws in the
case of n = 3 monads. To this end, we use string-diagrammatic notation, which significantly helps make increasingly complex
proofs more readable. We also provide examples of new weak distributive laws arising from iteration.
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1 Introduction

Monads have been very successful in computer science to model computational effects [29,32,37]. In this
context, being able to compose monads is of central importance. The primary framework for monad com-
position is undoubtedly Beck’s celebrated theory of distributive laws [1]. In practice, finding distributive
laws between monads is hard, although some recipes are known to build them [26,27]. In contrast, once a
law is found, it often contains a significant semantic content — thus, it is common to find papers entirely
dedicated to describing the construction and the consequences of a distributive law, see e.g. [21]. More
generally, monad composition is still a very active field in the computer science community nowadays, with
possible applications in coalgebra [34,22,40,5] or in the semantics of computation [14,30].

With the help of a distributive law, one can compose two monads. Composing more monads can be
performed by iterating [11], i.e., by using more distributive laws — yet, these must meet coherence axioms
called the Yang-Bazter equations. While distributive laws are the first step towards monad composition-
ality, iterated distributive laws are all the following steps.

Although category theory is a language of choice to work on compositionality properties, there is one
major obstacle in the field of distributive laws: monads may not always compose. And consequently,
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distributive laws may not always exist. The literature exhibits many such negative results, called no-go
theorems [36,25,13,41,33,42]. A possible fix consists in weakening the notion of distributive law to recover
transformations that, even if not satisfying all the usual axioms, still enable some weak kind of monad
composition. This simple idea has received substantial coverage in the computer science community since
the paper of Garner [15]. Simplifying earlier work from [35,9,10], Garner proposed to delete the one axiom
that was obstructing, in many concrete cases, the existence of a law. Several papers followed on this
revived notion of weak distributive law [17,18,4,31]. In general, finding examples of weak distributive laws
remains difficult, and very few techniques are known to produce them. Moreover, for such a law to be
relevant, it needs to fit into the sweet spot where no distributive law can exist, but there is still enough
structure for a weak one. This situation arises in a handful of known cases, e.g., when distributing the
distribution monad over the powerset monad [17] or the powerset monad over itself [15,18].

Iterating weak distributive laws is a promising target: one would enable building new weak distributive
laws out of some existing ones at low cost. However, two factors are now interacting with the basic
theory of Beck. The proof of the iteration theorem [11, Appendix A], due to Eugenia Cheng, is not very
difficult per se, but, already for the simplest case of three monads, it contains large commutative diagrams
that are hard to comprehend in one glimpse. On the other hand, although weak distributive laws are
conceptually close to distributive laws, they make the framework grow in complexity. Manipulating weak
laws involves manipulating more natural transformations arising from splitting of idempotents, making
proofs less transparent. In short, iterating adds one layer of complexity, weakening adds another layer, and
computations become untractable using the traditional tools of category theory. For a similar situation,
consider the paper of Winter [38] whose main result is to prove a variation of Cheng’s theorem in the
case of three monads. In a nutshell, the variation consists in modifying the type of one of the laws from
TF = FT into TF = FST — with, of course, consequences for the coherence conditions. Despite this
seemingly mild modification, one of the required commutative diagrams becomes so large that finding
the appropriate tiling required Winter to use automation via a Prolog program, mainly because of the
explosion in the number of naturality squares. As he insists on, the main difficulty is about finding the
proof — verifying it remains straightforward.

In the present paper, we aim to illustrate yet another case where string diagrams bring conceptual
clarity and simplicity. Under the name string diagrams, there are many graphical calculi based on topo-
logical operations such as string bending, dragging, and sliding. Such frameworks have raised more and
more interest over the past years: we can mention, e.g., the book of Coecke and Kissinger [12] and the
line of work of Bonchi, Zanasi et al. [39,8,7,6,3,2]. String diagrams are nowadays recognised as a helpful
tool. Inside published papers, commutative diagrams have long been preferred, even when they are less
enlighting (see e.g. [35, Propositions 2.3, 3.3, and 4.1]). One of the aims of this paper is to emphasise
the following point: when it comes to concepts that rely on several complexity layers, such as iterating
plus weakening, string diagrams may even be required as a computation-assisting technology. The string
diagrams we will make use of are those introduced in the style of Hinze and Marsden [28,20,19]. These
were already used to produce new results within the theory of distributive laws by Zwart [41] and in the
author’s PhD thesis [16]. There seems to be also some work in progress concerning no-go theorems [24],
showing that string diagrams are imposing themselves in the area to visualise categorical transformations,
provide elegant proofs, and communicate ideas.

Contributions.

This paper contains contributions of two kinds: technical (laws) and practical (strings). On the
practical side, the paper introduces in Section 3 a convenient string-diagrammatic notation that helps
manipulate concepts at play. In particular, we introduce a new notation for idempotents of the form
k: ST = ST in equation (12), which is central in the whole development. The main technical contribution
of the paper consists in generalising Cheng’s Theorem 4.1 to weak distributive laws in the case of n = 3
monads. For clarity, this result is split into three distinct statements: Theorem 4.3, Theorem 4.5, and
Theorem 4.6. Along the way, and building on a key technical tool which is Lemma 3.10, we derive several
results of the theory of weak distributive laws, some of them already presented in [16], some of them
unpublished. In Section 4.2, we also provide four families of examples where our main result applies:
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trivial weak distributive laws, and generic distributive laws involving the exception monad, the reader
monad, and the writer monad. Finally, in Section 4.3, we give a new perspective on algebras for a monad
by identifying them as distributive laws (Proposition 4.16). In this vision, algebras for a distributive law
are identified as iterated distributive laws (Proposition 4.17).

Related Work.

The content of the present paper is partly based on the author’s PhD thesis [16], with a slightly different
perspective. In [16] the focus is put on the correspondence weak distributive laws - weak liftings - weak
extensions. In contrast, in the present paper, we instead follow the approach of [35, Section 2| consisting in
building the weak composite monad directly out of the weak distributive law. It has to be mentioned that

iterated distributive laws have already been studied from a string-diagrammatic perspective in a paper
from Hinze and Marsden [19].

2 Background

2.1 Preliminaries and Notation

Definitional equality is denoted by £. We assume basic knowledge of category theory, including: category,
functor, natural transformation. Let C be a category and S, T be endofunctors on C. We use the Lie
bracket notation [S,T] as a shortcut for the type of natural transformations T'S = ST. For example,
A: [S,T] means that \ is a natural transformation of type T'S = ST. This notation is convenient because
(a) laws A : [S,T] are related to composite monads S oT and (b) the type T'S = ST looks like a logical
version of the formal expression —7T'S + S7T. Identity morphisms will be denoted by 1x: X — X, the
identity functor by 1: C — C, and the identity natural transformation on a functor F by 1p: F = F.

In the whole paper we assume that C is idempotent complete, that is, for every morphism k: X — X in
C such that kok = k, there are morphisms p: X — Y and 7: Y — X such that iop =k and poi=1y. A
direct consequence is that for any functor F': C — C, every idempotent natural transformation x: F' = F
splits. Explicitly, there are a functor K and natural transformations 7: F' = K, t: K = F such that
tom =k and mwot = lg. All the forecoming examples live in the category Set of sets and functions,
which is idempotent complete. So are, e.g., toposes and the category of compact Hausdorff spaces [18].
We globally impose idempotent completeness to be able to split natural transformations denoted by « in
the sequel — all our results remain valid by only asserting locally that these x split.

2.2 Introducing String Diagrams

We strongly encourage the reader to refer to [20, Sections 2 and 3] for a thorough introduction to string
diagrams. In this short section, we will nonetheless provide a crash course in string diagrams, mainly to
fix notations.

The following example sums up all useful notation. On the left part, we provide several basic natural
transformations A\: TS = ST, v: ST = U, e: U = 1, n: 1 = T. On the right part, we provide
two equivalent string diagrams representing the same composite natural transformation v o Ae o nSU =
volonSoSe: SU=U.

U U
S T U 1 T L I -
v
)\é/ VA R 8éT Uél e /T = --- %\]S (1)
g I I 1 nSU --- o ® - Se
SU SU

We use the following convention: diagrams are read from right to left and from bottom to top (note
that [20] rather uses top to bottom). A functor F': C — D, represented by a vertical string, delineates
two regions: the region on the right represents the category C, while the region on the left represents
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the category D. In what follows, we only study endofunctors in C*. Therefore all delineated regions
remain blank and represent the category C. The identity functor 1: C — C is not depicted. A natural
transformation «: F' = G is depicted by a symbol between functor F' (below) and functor G (above).
Using colours, we will define on-the-fly unambiguous symbols (typically, nodes) to distinguish between
different natural transformations — see equation (1) for a first example. The identity natural transformation
1p: F = F is a string with no symbol, i.e., it coincides with the representation of the functor F': C — C.

Let F', G, H, K be functors, and a: F' = G, : G = H, v: H = K be natural transformations.
Composition of functors is denoted by GF and depicted by horizontal juxtaposition of strings. Vertical
composition of natural transformations is denoted by 3o «a: F = H, defined by (30 a)x = Bx o ax for
all objects X, and depicted by vertical glueing of string diagrams. Left (respectively right) composition
of a functor and a natural transformation is denoted by Ha: HF = HG (respectively aH: FH =
GH), defined by (Ha)x = H(ax) (respectively (aH)x = apx) for all objects X, and depicted by
horizontal juxtaposition of string diagrams. Horizontal composition of natural transformations is denoted
by va: HF = KG, defined by ya £ Ka o vF = 4G o Ha, and depicted by horizontal juxtaposition of
string diagrams.

Each string diagram represents a natural transformation of some type. Two string diagrams of the
same type are identified up to continuous operations such as dragging nodes and bending strings (provided
it does not reverse the implicit bottom-up vertical direction). Discontinuous operations include sliding a
node past another on the same string, crossing two strings, and deleting or adding strings or nodes. Such
operations may be allowed punctually in the presence of a natural transformation that justifies them. For
instance, a natural transformation A: [S,T], having type T'S = ST, represents an ad hoc rule to cross the
two strings representing S and T'. String-diagrammatic notation is coherent with the usual laws of category
theory in the sense that two identified string diagrams always denote the same natural transformation.

It is customary, as done in [20], to specify the types of the functors below and above each string
diagram. In this paper, only a few functors are in play, so that our colour code would be sufficient to infer
all types. For the sake of clarity, we opt for some redundancy by always indicating types.

3 A String-Diagrammatic Theory of Weak Distributive Laws

The present section introduces weak distributive laws in string-diagrammatic style, starting back from the
standard theory of monads and distributive laws.

3.1 Monads and Distributive Laws

Definition 3.1 A monad is a triple (T, 7", u”) comprising a C-endofunctor T and two natural transfor-
mations, the unit n”: 1 = T and the multiplication u”: TT = T, such that u” on™T = 17 = puT o Ty"
(unitality) and p” o 7T = T o Tpu” (associativity).

String diagrammatically, these data are denoted by

T T T T T T T T
| | : \ A b
1r & nta e urs e () = = (M) ( — 3\ (2)
R ¢ | | o A | 2N
T T T T T T T TT T T
unitality associativity

For the sake of readability, we may denote a monad (7,77, u”) simply by T. Let us give some examples
of monads in the category Set.

3 To be precise, we are using the standard formalism of string diagrams for monoidal categories [23] within the
category of C-endofunctors, where monoidal product is given by functor composition.
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Example 3.2 The identity monad consists of the identity functor 1 with both the unit and the multipli-
cation being the identity natural transformation 1 = 1.

Example 3.3 The exception monad E is defined as follows. Let 1 = {*} be a singleton set. For any set
X, letinly: X - X +1andinrx: 1 — X + 1 be the canonical injections. The functor F maps a set X to
the set EX £ X +1 and a function f: X — Y to Ef: X +1 — Y +1, defined by Ef(inlx(x)) £ inly (f(x))
and Ef(inrx(x)) = inry (). The unit is n® £ inl: 1 = E and the multiplication u¥: EE = E is given by
merging exceptions, i.e., u¥(inlx41(2)) 2 z for all z € X + 1 and p%(inrxi1(x)) £ inrx ().

Example 3.4 The reader monad R is defined as follows. Let A be a set of labels. The functor R maps
a set X to the set RX £ X4 and a function f: X — Y to Rf: X4 — Y4, defined by Rf(h) £ foh
for all A € X4, The unit #'*: 1 = R produces a constant function 7% (z) £ (a ~— z). The multiplication
pf: RR = R duplicates the input, i.e., uf(h) £ (a — h(a)(a)) for all h € (X4)4.

Example 3.5 The writer monad W is defined as follows. Let (M,-,e) be a monoid. The functor W
maps a set X to the set WX £ M x X and a function f: X =Y to Wf: M x X — M x Y, defined by
W f(m,z) £ (m, f(z)). The unit "V : 1 = W outputs the monoid unit % (z) £ (e, z). The multiplication
pV: WW = W implements the monoid multiplication, i.e., u%¥ (m, (n,z)) £ (m - n, ).

anr

Example 3.6 The powerset monad P is defined as follows. The functor P maps a set X to the set o
its subsets PX and a function f: X — Y to its direct image Pf: PX — PY, defined by Pf(U) =
{f(z)| 2 € U} for all U C X. The unit n’’: 1 = P produces singletons 7% (z) £ {z}. The multiplication
pf: PP = P computes unions, i.e., uX (U) = JU for all U € PPX.

Example 3.7 The distribution monad D is defined as follows. The functor D maps a set X to the set of
all finitely-supported probability distributions on X, i.e.,

DX 2 {p: X —[0,1] | Zp(:p) =1, suppx(p) is ﬁnite} (3)
zeX

where suppx (p) = {z € X | p(z) > 0}. Forap € DX, we may use the formal sum notation p = > __ y pa-1,
where p, £ p(z). A function f: X — Y is mapped to Df: DX — DY, defined by Df(}. cx Pz - @)
> sex Pe - f(x). The unit n”: 1 = D produces Dirac distributions n{(z) £ 1- 2. The multiplication
pP: DD = D is a weighted average, defined by u%(q) £ ZpeDX qpps - x for all g € DDX.

Definition 3.8 Given two monads S, T on C, a distributive law is a A: [S,T] such that the four following
axioms hold:

XoTn® =T ()
NoTu® =T oSAo NS (u™)
Xon's = sp" (n)
NopTS =8SuT o XT o TA (™)
String diagrammatically, the monads S, T', and the distributive law A: [S,T] are pictured as
S S S T T T S T
lg & nsé MS £ 1r & nTé l MT £ /l\ A2 / (4)
S S S T T T T S
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and the distributive law axioms are

ST ST ST ST ST ST ST ST
| | | ® | /&\
= = = = 5
|/ — |/ e o A ®)
T T TS S TS S S S T TS T TS
(n™) (u) (n™) (1)

Any distributive law A: [S,T] yields a monad S oy T £ (ST, 70T, u5u™ o SAT), also denoted by S oT
when no confusion can arise, and pictured as

ST ST S T
|
SoT & USOT A l MSOTé //‘\| (6)
ST ST ST

3.2  Weak Distributive Laws

Definition 3.9 Given two monads S, T" on C, a weak distributive law is a \: [S,T] such that the ax-
ioms (n*), (1) and (1) hold.

In this definition, the weakening comes from dropping the (1~) axiom, as done in [15]. There are other

possible weakenings that we briefly discuss in Remark 3.15. An interesting natural transformation emerges
from the structure of a weak distributive law. Consider

T T
k2 ST 2L pop 2L, grp S g1 (7)

If A were a distributive law, then x would be the identity. In the weak case though, x still is an
idempotent that is compatible with units and multiplications in the following sense.

Lemma 3.10 The natural transformation k satisfies the following equations.

KoK =K (8)
KoOA= M\ 9)
rkonn" =nn" (10)
ko’ uT o SAT = 3 uT o SAT o kK (11)

As k: ST = ST is an idempotent natural transformation and we assume C to be idempotent complete,
there are a C-endofunctor K and two natural transformations 7: ST = K and ¢: K = ST such that
tom = k and w ot = lg. Using these, one can build a monad that is to be interpreted as a weak
composition of S and T, namely S o\ T = (K, m o n°nT,mo pu” o SAT o 11), also denoted by S e T when
the context is clear. See Appendix A for a proof that this is indeed a monad. We now introduce some
string diagrammatic notation that will make computations practicable:

K K S T ST ST K

T A R LA / (:‘/T K> (12)
T K

K S T K S ST K

1x £
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String diagrammatically, the equations from Lemma 3.10 can be represented as below.

ST ST ST S T ST ST ST S T
|

ST S _ - 5 -00 w
A NN s O A4
sT ST TS TS STST STST

The composite monad S e T is, in turn, as follows — compare with diagrams (6) for SoT"

K K K

SeTs R, (SeTe I\-\ (14)
Ve

K KK

1SoT 2 ‘ n

Example 3.11 Let v: S = T be a monad morphism, that is, a natural such that v on® = 5T and
you® = puT oyy. Then n°uT o Tv: [S,T] is a weak distributive law — and, in general, not a distributive
law. Such distributive laws are called trivial, because S T = T [16, Proposition 2.12]. In diagrams:

T T T T T ST
l l | |
yal :l = (N |/'1 (15)
s SS §S

monad morphism axioms trivial weak

distributive law

We provide two concrete examples:

* The identity monad morphism 1p: P = P yields a trivial weak distributive law ' u: [P, P] defined
by U — {{JU} for any subset of subsets U.

e The support monad morphism supp: D = P yields a trivial weak distributive law n” ! o Psupp: [D, P]
defined by U + 1|,y suppx (p) for any subset of distributions U € PDX.

Example 3.12 Given a monad 7" and a natural transformation a: T'= T, one can view « as having type
[1,T] or [T,1], where 1 is the identity monad described in Example 3.2. Table 1 describes how axioms
of distributive laws can then be satisfied by «. One can infer that «a: [1,7] is a weak distributive law if

Table 1
Required axioms for the law «

axiom a: [1,7) a: [T,1]
(n*) a=1 aon’ =n"
(n™) aon’ =n" a=1
(u™) a=aoaq aopul =puT oaa
(p) aop’ =p"oaa a=aoq

and only if « is the identity, whereas «: [T, 1] is a weak distributive law exactly when « is an idempotent
monad morphism. For example, given any monad morphism ~: 7' = 1 (that is, a natural transformation
which is pointwise Eilenberg-Moore), the corresponding trivial weak distributive law is 7 o~y: [T, 1] which
is indeed an idempotent monad morphism. We provide two concrete examples:
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e The map proj*: W = 1 from the writer monad, defined by proj% (m,z) = x for any (m,z) € WX, is a
monad morphism. Therefore n"V o proj?: [W, 1], defined by (m,z) — (e, ), is a weak distributive law.

 Given any letter a € A, the map a: R = 1 from the reader monad, defined by ax(h) £ h(a) for

any h € RX, is a monad morphism. Therefore nft o a: [R,1], defined by h + (b — h(a)), is a weak
distributive law.

We provide two non-trivial examples of weak distributive laws, both of them arising from situations
when no distributive law of their type exists [25,36].

Example 3.13 The natural transformation A: [P, D] defined for any distribution of subsets p = . p; - U;
by

Ax(p) = {Zpiqi | ¢ € DX, supp(q') C Ui} (16)

is the unique monotone weak distributive law of its type — see [17] for a detailed study:.

Example 3.14 The natural transformation \: [P, P] defined for any subset of subsets U by
AX(U):{VQUL{WUGZ/{,VHU#(ZJ} (17)

is the unique monotone weak distributive law of its type — see [15,18] for more details.

One can see that the theory of weak distributive laws is very similar to Beck’s theory of distributive
laws [1] modulo the transformations 7 and ¢. For example, if X: [S,T] is a distributive law, then the classical
theory shows that SnT: S = S o\T and n°T: T = S 0\T are monad morphisms. Similarly, if \: [S, T7] is
only weak, then mo SnT: S = Se\T and mon°T: T = S \T are monad morphisms. Whenever the base
category is idempotent complete, as is assumed in this paper, the renowned correspondence distributive
laws - extensions - liftings also generalises (see [15]).

Remark 3.15 Deleting the (™) axiom is one of the many ways of weakening the notion of distributive
law. In recent years, this approach has been very fruitful for computer science applications [17,18,16,4].
One may ask, symmetrically, what happens by deleting the (") axiom instead. This idea gives rise to the
notion of coweak distributive law developed by the author in [16]. Coweak distributive laws enjoy many
symmetries with respect to weak distributive laws, but no non-trivial examples of them are known. Yet
another way of weakening the notion of distributive law is the one of Street [35], who suggests keeping a
weakened version of both the (57) and the () axiom. The presentation of the present paper — including
the string diagrammatic approach — is greatly inspired by the one of Street-weak distributive laws in [35].
A broader, 2-categorical account of distributive law weakenings can be found in [9,10].

4 Iterating Laws

4.1 Adapting Cheng’s Theorem

In this section, we are interested in what happens when combining more laws. For the sake of simplicity,
we will only consider the case when three laws are in play. In the whole section, let R, S, T' be monads

R R R S S S T T T
A RA Ra

1R: n 7! Ta l 7! /l\
T

R R R S s s T T
(18)

and A: [S,T], o: [R,S], 7: [R,T] be natural transformations such that the following equation holds.

[>
tn
[I>
"
[I>

Ta

1g2 Ir& n

0T oSToAR=RAo71SoTo (YB)
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Equation (YB), known as the Yang-Baxter equation, intuitively states that these three natural transforma-
tions are coherent with each other. Diagrammatically, it means that when performing the three crossings
in a row, their order does not matter:

S T R S RS T R ST
AL / oA TA / / / (19)
T S S R TS R T SR

Yang-Baxter

The result of Cheng [11, Theorem 1.6] can be rephrased as follows in the case of three monads.

Theorem 4.1 (Cheng) Let R, S, T be monads and \: [S,T], o: [R,S], 7: [R,T] be distributive laws
satisfying the Yang-Bazter equation. Then
e RAo7S:[RoS,T] is a distributive law,
e 0T oST:[R,SoT)] is a distributive law,
e these two laws generate the same monad, i.e., (RoS)oT = Ro(SoT).

The result can be generalised to weak distributive laws. Let us consider separately what happens for
the two possible composite laws. From now onwards, the natural transformations x, 7 and ¢ from Section 3

will mention explicitly which law they relate to — e.g., given a weak distributive law \: [S,T], they are
denoted by *, 7 and .

4.1.1  First Composite Law
Assume o: [R, S| is a weak distributive law. We will derive which axioms on A and 7 are sufficient for

02 T(ReS) =L TRS =Z%5 RTS =225 RST =L (Re ST (20)

to be a (weak) distributive law. The natural ¢: [R @.S,T] can be depicted as follows, where H is short

notation for the functor R e .S:
HT

os / (21)

T H
The (n) axiom for ¢ can be derived from equation (10) which states compatibility between units and the
idempotent, the (n™) axiom for 7, and the (n*) axiom for \:

HT HT H1|1 HT
(J (10) (J N U N (22)

The (™) axiom for ¢ can be derived from the () axiom for 7, the (n~) axiom for A, and the retract
equation m o 1 = lReg:

HT HT HT HT

=y G YR ¥

® T (n7) A(n7) retract (23)
H H H H

The (1) axiom for ¢ can be derived from equation (11) which states compatibility between multiplications
and the idempotent, the retract equation 7o+ = 1geg, the (1) axiom for both 7 and ), the Yang-Baxter
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equation, the retract equation again, and equation (11) again:

H T H T H T H T H T H T

— - //,__,// = —
‘ (1) ‘ retract ;g 0 | oy ) ay 5L
T HH T HH T HH T H H T H H T H H(24)

To prove the last axiom, we need a technical lemma.

Lemma 4.2 If \’s azioms (n*) and (u™) hold, and the Yang-Bazter equation holds, then the idempotent
k% commutes with the natural R\ o 7S in the sense that

KT o RNoTS = RA\o7S 0Tk’ (25)

Proof. Easy to see using string diagrams:

R ST RST RST R ST RST R ST
[ T

/‘/ k7 def / | (YB) A (n7) ‘ K7 def ‘

TR S TRS TRS T RS TRS(%)

The () axiom for ¢ can then be derived from the retract equation 7 ot = 1geg, the (1) axiom for
both 7 and A, and the lemma relying on \’s axioms (™) and (u™).

HT HT H Zl’ H T
| | 4 1
= = | = |
/‘(_J retract /.(_J ; EZ :g FJJ Lemma 4.2 | (J 0

T TH T TH TT'H TT'H

Table 2 sums up which axioms of 7 and A are sufficient to make axioms hold for ¢.

Table 2
Required axioms for the composite law ¢

© requires T A

(") ) (")

(™) (™) ()

(w") W) (")

(0) (™) (p7), (), (W)

Using the information contained in Table 2, we get the following result.

Theorem 4.3 Let R, S, T be monads and \: [S,T], o: [R,S], 7: [R,T] be weak distributive laws satisfying
the Yang-Bazter equation. Then the composite ¢ = 7°T o RAo1S oT.7: [ReS,T| is a weak distributive
law. If, additionally, T and X\ are distributive laws, then ¢ is a distributive law.
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4.1.2  Second Composite Law

One could also compose the laws the other way around. Assume A: [S,T] is a weak distributive law.
Consider the natural transformation

b2 (SeT)R 2Ly STR =51 SRT =2L% RST L% R(SeT) (28)

The natural ¢: [R, S T can be depicted as follows, where K is short notation for the functor S 7"

R K
o > (29)
K R

Again, assuming some axioms of distributive laws for o and 7, one can infer axioms for . Using string
diagrams, one can easily see that the proofs are symmetrical from the ones in Section 4.1.1. As an instance,
recall that Lemma 4.2 was required to prove the (1~ ) axiom for ¢. Now, the following symmetrical result
is required to prove the (u™) axiom for 1:

Lemma 4.4 If 7’s azioms (n~) and (u~) hold, and the Yang-Bazter equation holds, then the idempotent

K commutes with the natural oT o ST in the sense that

Rk* 00T o ST =0T oSTokr R (30)

Proof. Easy to see using string diagrams:

RS T R ST R ST RS T R ST RS T
i - ° - | - Y - - i
| K> def T(n7) 8 (YB) T(w) ¢ K def |

S TR ST R ST R S TR ST R ST%U

Table 3 sums up which axioms of ¢ and 7 are sufficient to make axioms hold for ).

Table 3
Required axioms for the composite law ¥

P requires o T

(") m) (")

(™) (™) ()

(wF) W) W), (7)), (W)
(1) (k=) (v7)

Using the information contained in Table 3, we get the following result.

Theorem 4.5 Let R, S, T be monads, \: [S,T], o: [R,S] be weak distributive laws, and 7: [R,T)] be a
distributive law, satisfying the Yang-Bazter equation. Then the composite ) = RrrooToSTol*R: [R,SeT|
is a weak distributive law. If, additionally, o is a distributive law, then 1 is a distributive law.
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4.1.3  Associativity of Weak Iteration

According to the preceding paragraphs, provided the Yang-Baxter equation holds and enough axioms are
satisfied, there are two ways of obtaining a composite weak distributive law. The first one, described in
Section 4.1.1, yields by Theorem 4.3 a weak distributive law ¢: [R ¢ S,T] and thus a monad (ReS)eT.
The second one, described in Section 4.1.2, yields by Theorem 4.5 a weak distributive law ¢: [R, S eT] and
thus a monad Re(S eT'). Contrary to Theorem 4.1, it is not obvious that even the underlying functors of
these two monads are the same. It turns out that they are, and that more broadly, one can identify these
two monads, allowing us to write unambiguously Re S eT'.

Theorem 4.6 Let R, S, T be monads, \: [S,T], o: [R,S] be weak distributive laws and 7: [R,T] be a
distributive law, satisfying the Yang-Bazter equation. Then the weak distributive laws ¢ = 7°T o RAoTS o
T.7: [ReS,T] and ) = RnrooToSTo*R: [R, SeT| generate the same monad, i.e., (R ¢ S)eT = Re(S oT).

Proof. After some string-diagrammatic computations (see Appendix B), one can express the idempotents
k? and k¥ as follows:

kP =7m"T o Rk* 01°T = o f (32)
kY =R okToR> =foa (33)

where a £ 1T o R* and 8 £ Rn* 01°T, as pictured below.

H T R K H T R K
| N ‘ \\

)P = < b= I s ge (34)
| y [ |
H T R K R K H T

Now let us split £¥ = 1P om¥ with ¥ 01¥ = 1(ges)er- We show that this splitting generates also a splitting
for k¥. Indeed, one can choose (¥ £ 0% and ¥ £ 7% o a because

Wor¥=BoorPoa=Bok?Poa=LBoaoBoa=rYok? =r? (35)

ﬂ’l’oﬁp:ﬂwoaoﬁoﬁp:ﬂ‘pon‘poﬁp:(W‘pOL‘p)o(ﬂ‘pOL‘p)zl(R.S).T (36)

Hence the splitting of k¥ is as follows:

e

R(S eT) ~ Re(SeT) = R(S eT)

X % (37)

(ReS)T === (ReS)eT === (ReS)T

Therefore, the functors (ReS) eT and R e (S eT) can be identified. We denote it by R ¢S eT (short
notation 2) and picture it as follows:

(38)

Moreover, one can separate the three functors — or merge the three functors — in any order up to an
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idempotent, as shown in the following diagrams (proved in Appendix B):

RS T R ST R ST RST Q Q Q Q

_< :| R:R R:R
J-l U= - [)-Ae

Q Q Q Q RS T RST R ST RST

Using these compatibility properties along with aforementioned properties of k, it is then a matter of
lengthy but straightforward computations to show that units and multiplications of (ReS) e¢T and R e
(S oT) coincide (see Appendix B). 0

4.2 Examples

In this section, we illustrate many cases where the results of the previous section can be applied by proving
the Yang-Baxter equation for some usual monads and (weak) distributive laws.

4.2.1 Iterating with Trivial Weak Distributive Laws
When one of the three laws involved is trivial, the Yang-Baxter equation usually simplifies to a condition
relating the underlying monad morphism to the other laws. We mention the two following cases.

Proposition 4.7 Let 7: [R,T] be a weak distributive law.

e Let o: [R,S] be a distributive law and X £ n°u” o Tv: [S,T)] be a trivial weak distributive law arising
from a monad morphism ~v: S = T such that Ryoo = 7 oyR. Then the Yang-Bazxter equation is
satisfied.

o Let \: [S,T] be a weak distributive law and o 2 nfu® o Sv: [R,S] be a trivial weak distributive law
arising from a monad morphism v: R = S such that yT oT = Ao ~T. Then the Yang-Baxter equation
is satisfied.

4.2.2  Iterating with Exceptions

The exception monad F from Example 3.3 can be described by seeing inl: 1 = F and inr: 1 = E as natural
transformations, where 1 is the identity functor and 1 is the constant functor 1X £ 1 = {x}, 1f £ 114y One
can then define a well-known generic distributive law relying directly on these two coproduct injections.

Example 4.8 For any Set monad 7', there is a distributive law €7 : [T, E] defined by

el oinlT = TnP (40)
el oinrT =y Eocinr (41)
Moreover, for monads S and T, the distributive laws €% and e are coherent with each other in the
sense of the next proposition.
Proposition 4.9 Let \: [S,T] be a natural transformation such that either the (n™) or the (n~) aziom
holds. Then the following Yang-Bazter equation holds:
AEoTe% 0el'S = 8eT 05T 0 EX (42)

Remark 4.10 The above proposition still holds true when E implements multiple exceptions. More
generally, it can be generalised to any category with binary coproducts and any exception monad of the
form EX = X + e, where e is an object of exceptions.

Consequently, by applying Theorem 4.6, given any weak distributive law [S, T'], one can safely compose
the resulting monad with the exception monad E and get a monad SeT o E. We give two explicit examples.
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e Applying Theorem 4.5 to the weak distributive law A: [P, D] from Example 3.13, we derive a new
weak distributive law AE o Def’: [P, D<] between the powerset monad P and the subdistribution monad
D« = Do E. The expression of this new law is as in (16).

¢ Remarking that P = P,oFE where P, is the non-empty powerset monad, we identify the weak distributive
law A: [P, P] from Example 3.14 as an iterated law built from eF, eP* and a weak distributive law of
type [P, P.] whose expression is as in (17).

4.2.8 Iterating with the Reader
Recall that A is a set of labels and the reader monad in Set is defined as RX = X4. For any a € A, define
the function ax: RX — X by ax(h) = h(a).

Example 4.11 For any Set monad T, there is a distributive law p” : [R,T] defined for any set X and any
z€TRX by

P%(2) £ ars T (2) (43)

Moreover, for monads S and T, the distributive laws p® and p” are coherent with each other in the
sense of the next proposition.

Proposition 4.12 Let X\: [S,T] be a natural transformation. Then the following Yang-Baxter equation
holds:

p°T o SpT o AR = RAop' S oTp® (44)

Applying Theorem 4.6 with e.g. the weak \: [P, D] from Example 3.13, we deduce that the monad
R oPeD can be obtained either using the distributive law 1 = p*” : [R, P @ D] or using the weak
distributive law ¢ 2 RX o p” P: [R o P, D] given by the expression

ox | Y. pn-h|=a—< > pud"|q" € DX, supp(q") C h(a) (45)
he(PX)A he(PX)A

4.2.4 Iterating with the Writer
Recall that M is a monoid and the writer monad in Set is defined as M X = M x X. For any m € M, let
mx: X — M x X be defined by mx(z) = (m,x).

Example 4.13 For any Set monad 7, there is a distributive law w”: [T, W] defined for any set X and
any (m,t) € WI'X by
wi(m,t) £ Tmx(t) (46)

Moreover, for monads S and T, the distributive laws w® and w” are coherent with each other in the
sense of the next proposition.

Proposition 4.14 Let \: [S,T] be a natural transformation. Then the following Yang-Baxter equation
holds:
AV oTw® owlS = Swl o wST o WA (47)

Applying Theorem 4.6 with e.g. the weak A : [P, D] from Example 3.13, we deduce that the monad
PeD oW can be obtained either using the distributive law ¢ = w*? : [P @ D, W] or using the weak
distributive law ¢ £ A\W o Tw® : [P, D o W] given by the expression

dx | Y opig - (mi,Uy) | =<8 piyd™ | ¢ € DWX, supp(¢™7) C {(ms,x) | x € Us} (48)
i, 2



Goy 3-15

4.8 Algebras as Distributive Laws, and Iterating them

In this short section we sketch how Eilenberg-Moore algebras are a particular kind of distributive laws,
and how in this view A-algebras are precisely Yang-Baxter equations. Given a monad T, an FEilenberg-
Moore algebra — or T-algebra for short — is a pair (A,t) where A is an object of C and t: TA — A is a
morphism such that ¢ o ny = 14 (unitality) and ¢ o py =t o Tt (associativity). A morphism of T-algebras
f: (A;t) = (B,u) is a morphism f: A — B in C such that fot = uwo T f. For any functor F': C — C,
an FEilenberg-Moore distributive law — or EM-law for short — is a natural transformation A: [F,T] such
that the () and (™) axioms are satisfied. Let S and T be two monads and A: [S,T] be a natural
transformation. A A-algebra is a triple (A, s,t) such that (A, s) is an S-algebra, (A,t) is a T-algebra, and
the following condition is satisfied:

soStodx =toTs (A-condition)
A morphism of A-algebras is a simultaneous S-algebra and T-algebra morphism.

The following result is widely known:

Theorem 4.15 ([1,15]) Let A: [S,T] be a natural transformation.

o If X\ is a distributive law, then the categories of (S o)T)-algebras and A-algebras are isomorphic.
o If X is a weak distributive law, then the categories of (S e)\T')-algebras and A-algebras are isomorphic.

Let A be an object of C and let A: C — C be the constant functor AX = A, Af £ 14.

Proposition 4.16 Let t: TA — A be a morphism. The natural transformation [t]: [A,T]| defined by
[t]x =t is an EM-law if and only if t is a T-algebra.

Proof. Naturality of [t| amounts to the obvious equation 14 ot = t o T(14). The (n~) axiom of [t] is
equivalent to the equation [t]x o 772 x = An;( for all objects X, which simplifies into the unitality axiom
tonk =14. The (u~) axiom of [t] is equivalent to the equation Auk o [tlrx o T[t]x = [t]x o Ngx for all
objects X, which simplifies into the associativity axiom to Tt =to ,ui. O
Proposition 4.17 Let (A,s) be an S-algebra, (A,t) be a T-algebra, and \: [S,T] be a natural transfor-

mation. Then (A, s,t) satisfies the (A-condition) if and only if the Yang-Baxter equation holds between
[s]: [A,S], [t]: [A,T] and X: [S,T].

Proof. The Yang-Baxter equation is [s]px o S[t]x o Aax = AAx o [t]sx o T'[s]x for all objects X, which
simplifies into the (A-condition) so StoAg =14 0toTs. O

Therefore

e the functor A\-algebras — (S o) T')-algebras from Theorem 4.15 is a particular case of Theorem 4.1;
e the functor A\-algebras — (S e, T')-algebras from Theorem 4.15 is a particular case of Theorem 4.5.

Let us illustrate e.g. the second point. Let A: [S,T] be a weak distributive law and (A,s,t) be a
A-algebra. According to Propositions 4.16 and 4.17, we are in the presence of a Yang-Baxter equation
with one weak distributive law A and two EM-laws [s] and [t]. By applying a mild variation of Theorem 4.5
— consisting in forgetting the monad structure of the functor R = A — we get an EM-law 1) = An* o [s]T o
S[t]o )A: [A, S e\T]. That law satisfies 1)x = s 0 St o Lﬁ for all objects X. Via Proposition 4.16, we get
that so Sto Lﬁ is an (S e)T)-algebra. As expected, this procedure amounts to the action of the functor
M-algebras — (S @) T)-algebras, that is, (4, s,t) — so St o).

5 Discussion and Future Work

5.1 Advocating String Diagrams

One of the aims of this paper is to advocate string diagrams for proof research and communication. Let
us provide two more examples that support our position.
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5.1.1 Cheng’s theorem

Let us begin with Cheng’s result [11, Theorem 1.6], proved in [11, Appendix A]. The largest commutative
diagram occurring in the proof for the initialisation case with 3 monads comprises 12 elementary commu-
tative polygons, out of which 9 are naturality squares. Therefore, there are only 3 significant steps in the
underlying proof. In an equivalent string-diagrammatic representation of the proof, these three steps are
remarkably well identified:

RS T R S T R S

That computation (more precisely, its symmetric) has been generalised to weak distributive laws in the
present paper: compare diagrams (49) and (24).

5.1.2  Winter’s theorem

Another striking example arises from [38]. As already mentioned in the introduction, the proof of [38,
Theorem 5] required a Prolog program to find a convenient tiling of the largest required commutative
diagram, depicted in [38, Appendix A]. That diagram comprises 13 + 10 = 23 elementary commutative
polygons, out of which 15 are naturality squares. Therefore, there are only 8 significant steps in the
underlying proof. An equivalent string-diagrammatic formalisation of the diagram in question is presented
in Appendix C. As expected, it contains only 8 steps, and the computation can be carried out in one
single line. Winter’s proof research was obfuscated by what Hinze and Marsden call bookkeeping [20], i.e.,
administrative operations devoid of significant mathematical content.

5.2 Conclusion

This paper generalises iteration to weak distributive laws using the graphical calculus of string diagrams.
It is an additional step in developing the theory of weak distributive laws, as is our line of research
in [17,18,16]. The paper revolves around one main theoretical result, split in Theorems 4.3, 4.5 and 4.6,
and provides several examples. A possible extension would be to derive — in the style of Section 4.2 — a
generic Yang-Baxter equation stating compatibility of monotone laws. Monotone laws are a certain class
of laws of type [P, T] and often carry significant semantic content. This direction is particularly interesting,
as all known non-trivial examples of weak distributive laws are based on monotone laws. One may also
ask whether the existence of a composite law entails the Yang-Baxter equation — this question has been
positively solved by Winter in the case of distributive laws [38, Proposition 11].

As hinted in Section 4.3, our results easily adapt to EM-laws (and their duals, called Kleisli-laws), i.e.,
distributive laws between a monad and a functor. This paves the way for applications of iterated laws in
coalgebra theory — as already attempted in [38] — where both EM-laws and Kleisli-laws are ubiquitous.
Another possible follow-up to the vision developed in Section 4.3 is to weaken algebras. Indeed, as some
EM-laws turn out to be algebras, some weak EM-laws turn out to be so-called semialgebras (as defined
in [15]). Dually, coweak Kleisli-laws probably correspond to an interesting class of free algebras. Clarifying
the whole picture will most likely enhance the still underdeveloped theory of coweak distributive laws.

Iteration of standard distributive laws has been heavily exploited in the context of categories-as-
monads [39,8,7,6]. Phrasing our results in a 2-categorical setting, as did Cheng for iterated distributive
laws [11], would enable new case studies to arise in that area.

On another level, our key message is to advocate string diagrams to deal with categorical proofs in
contexts where traditional equational or commutative-diagrammatic proofs become unreadable. String
diagrams are often more convenient in such proofs, as they allow to take a step further by hiding part of



Goy 3-17

the complexity in the graphical formalism. Nevertheless, they also have limitations. In the main result of
Cheng [11, Theorem 1.6], iteration is performed not only for three monads but for any finite number n
of monads: the n = 3 case does only initialise an induction. Generalising the n = 3 result to weak laws
becomes reachable using string diagrams — though some diagrams in the proof of Theorem 4.6 already
have substantial size. Even with a string-diagrammatic approach, generalizing further to n monads may
require tedious proofs. Our opinion is that ingenious string-diagrammatic reasoning significantly pushes
back the — fuzzy and subjective — boundary between proofs that are intelligible and those that are not.
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A Proofs of Section 3

In this section we prove that S e) T is indeed a monad. To prove the first unitality axiom, i.e., that
15T o TK = 1k, we need equation (10), the equation + o 7 = &, the retract equation 7ot = 1, n°
unitality and the retract equation again.
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To prove the second unitality axiom, i.e., that u*7 o Kn%*T = 1f, we need equation (10), A (n*)
axiom, unitality of both n° and 1T, and the retract equation.

Kk K K K K
3-6h-61-O

F s
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As for distributive laws, it is possible to prove, using only the (,u+) and (p~) axioms, that § =
1T o SAT is associative, i.e., § o STH = 0 0 #ST. To prove the associativity axiom of S T, i.e., that
13T o KpS*T = 15T o i¥*T K, we need equation (11), the retract equation,  associativity, the retract

equation again, and equation (11) again.
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B Proofs of Section 4

In this section we provide the missing details from the proof sketch of Theorem 4.6.

B.1 Ezpressions of ¥ and k¥

First, let us justify the expressions of ¥ and k¥ in equations (32) and (33). Recall that the definition
of the idempotent derived from a weak distributive law A: [S,T] is given in equation (7) and in the third
diagram of (12).

Computing k¥ is easy by using the definition of the idempotent k¥, the (™) diagram for 7 and the
definition of the idempotent ™.

HT HT H

T
| |
o = = 1= T (B.1)
|
HT H'T H T

Computing ¥ is longer because it contains the composite multiplication ;°*T. We use the definition
of k¥, Lemma 4.4, the retract equation, equation (10), the (™) axiom for 7, definitions of % and x*, and
the retract equation again.

R K R K R K R K RK R K R K
318 18 18 ALY
A\
163,160 163 163 4] ).
) ) | . 7] (
- - - ) 1o ]
RK RK RK RK R K R K
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B.2 Separate and Merge the Triple Functor

Let us prove the four equations displayed in (39), which we recall here:

RS T R ST R ST R ST Q Q Q Q

C X | | REVIR L z) L
sy /) \

Q Q Q Q RS T RS T R ST R S ?B 3)
For once we may restate and prove these properties using plain equational reasoning — they will nonetheless
be applied in string-diagrammatic form in the next section. Equationally, the properties are as follows:

R oY = Rkt 0 °T 0.1% (S1)
1T o =k"T o R o ¥ (52)
¥ o Rr* = 7% o T o Rk (M1)
1P on’T = 7% 0 Rn? o kT (M2)

To prove (S1) and (M1), recall that we defined ¥ = B0 (? and 7¥ = 7% o a, where a = 7°T o R/ and
= R 0°T. Hence

R* o =Ri*oforf (B.4)
= R o Rr* 0°T 0 1% (B.5)
= Rk 0°T 0% (B.6)
and
¥ o Rr* = 7% 0o a0 Rir? (B.7)
=719 on°T o Ri* o Rt (B.8)
= 7% o n°T o Rk (B.9)

To prove (S2) and (M2), notice that ¥ = k¥ 019 = a0 B 019 = a0 ¥, and similarly 7% = 7% o 3. Hence

WTo? =1"Toao¥ (B.10)
=1"Ton’T o R} oY (B.11)
=Kk°ToR> oY (B.12)
and
P onT =a%¥oBonT (B.13)
=¥ oRr* 0T on’T (B.14)
=1%o Rr* o kT (B.15)

B.3 Units and Multiplications Coincide

At this point, we already know that the weak distributive laws ¢: [R ¢S, T] and v : [R,S eT] generate
respectively a monad (R .S) T and a monad R e (S eT') whose underlying functors coincide. It remains
to prove that the units and multiplications coincide. Let us begin with units.
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According to the general theory of weak distributive laws from Section 3, the units of the monads
generated by ¢: [ReS,T| and ¢: [R, S eT] are respectively:

Q

77(ROS') oI —

Q
“|

pRe(SeT) = \I (B.16)
([ ]

To prove that these are equal, we just need to use equation (10) for x*, and equation (M1).

Q Q Q

SN
- <': L (B.17)

The situation is more intricated for multiplications. According to the general theory of weak distributive
laws from Section 3, the multiplications of the monads generated by ¢: [R ¢S, T| and v¢: [R, S ¢ T] are
respectively:

Q Q

> 5
:

ea)

(i(ReS)eT = J plie(SeT) = \/ ") (B.18)

S o
Q Q Q Q
To prove that these are equal, we will manipulate separately both of them until their string-

diagrammatic representations coincide. The first multiplication can be transformed as follows, using
equation (M2), equation (11), the retract equation, Lemma (4.2) and the retract equation again.

Q
(B.19)

Q Q Q Q Q Q Q Q Q Q Q
The second multiplication, in turn, transforms as follows, using equation (S1), Lemma (4.4), the retract
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equation, equation (11) and the retract equation again.
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(B.20)

Q
Hence both multiplications are equal. This achieves the proof that (R e.S)eT and R e (S eT) coincide as
monads.

C Proofs of Section 5

In this section we restate one implication of [38, Theorem 5] and prove it using string diagrams.

Definition C.1 Let F' be a functor, S and T be monads, and SoT be their composite monad with respect
to some distributive law of type [S,T]. A Winter-law is a natural transformation A: TF = FST such that

Non F = Fn>T (")
Nopl'F =Fp®T o AST o T (1)
Theorem C.2 (Winter’s theorem converse implication) Let F' be a functor, S and T be monads,

A2 [S,T] be a distributive law, \': TF = FST be a Winter-law and N\?: [F,S] be an EM-law. Assume
the following coherence axiom is satisfied:

FuT o FSA o A1S o TX? = FST o A2ST 0 SA o \°F (coh)
Let
~ S
A2 sTF 225 gpsT 254 pesr L peT (C.1)

Then X: [F,S oT) is an EM-law.
Proof. First, we express all available data using string diagrams.

F S S S T T T
l

A0 2 / ALL /\ AMF\\ (C.3)
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Axioms specific to Winter’s framework are displayed below:

FST FST FST FST F ST FS T
| | | |
I A- o W
0 £ o 0% > oy
(") (V] W) (3K N\ (coh) TN
F F T TF TTF T SF s F
By definition, the natural transformation \ is as follows:
F ST
"y
>
ST F

The (1) axiom for A can be proved using A2 (1) axiom, 7° unitality and ' (*) axiom.
F ST F F ST FST

L| S T I
AT

)
F F F F

(C.5)

(C.6)

The (p~) axiom for A can be proved using \! () axiom, A2 (p~) axiom, p° associativity twice, equa-

tion (coh), p® associativity twice again, and A\ (uT) axiom.

F S T F s T F S T F S T F S T F S Z: F S JI“
A1 AT 1K KT T30 )T TR
HW AN IR 1 B B T RK
STSTF S TS T F STS T F STS T F ST ST F ST ST F ST ST %7)
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